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GPU architecture 



GeForce 8800 GPU 

• 16 Streaming multiprocessors 

• 8 Streaming processors pr SM 

• 8192 registers pr SM 

• 768 threads pr SM 

• 8 blocks can be run at a time pr SM  

• 32 thread warp 



Example 

• 4K by 4K matrix multiplication 

• 768 threads.  

• 10 registers pr thread 

• Potential throughput of 43.2 FLOPS 

• Performance is 10.58 FLOPS 

• Global memory access 



Tiling 

• Doing computations on smaller «tiles» 

• Put tiles in shared memory 
• 4x4 – Only 16 threads, half warps 

• 8x8 – Occupies 2 warps, but need 12 blocks to use all threads. Can only use 8. 

• 12x12 – 144 threads which is not divisible by 32 (warp size). 

• 16x16 – 256/32 = 8 warps. Use three blocks: 256*3 = 768 

• Reduced global load by a factor of 16 

• 46.49 GFLOPS 

• 3 blocks/SM * 256 threads/block  

* 11 registers = 8488 registers > 8192 

 
 



Unrolling 

• Unroll the loop 

• Removing 

• Loop address calculation instructions 

• Iterator variable increments (register) 

• Potential throughput: 93.72 GFLOPS 

• Performance: 91.14 GFLOPS 

 


