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#### Abstract

We give a linear-time algorithm for computing the edge search number of cographs, thereby proving that this problem can be solved in polynomial time on this graph class. With our result, the knowledge on graph searching of cographs is now complete: node, mixed, and edge search numbers of cographs can all be computed efficiently. Furthermore, we are one step closer to computing the edge search number of permutation graphs.


## 1 Introduction

Graph searching has been subject to extensive study $[4,3,26,28,23,31,38,16,14$, 27] and it fits into the broader class of pursuit-evasion/search/rendezvous problems on which hundreds of papers have been written (see e.g., the book [1]). The problem was introduced by Parsons [30] and by Petrov [34] independently, and the original definition corresponds exactly to what we today call edge searching. In this setting, a team of searchers is trying to catch a fugitive moving along the edges of a graph. The fugitive is very fast and knows the moves of the searchers, whereas the searchers cannot see the fugitive until they capture him (when the fugitive is trapped and has nowhere to run). An edge is cleared by sliding a searcher from one endpoint to the other endpoint, and a vertex is cleared when a searcher is placed on it; we will give the formal definition of clearing a part of the graph in the next section. The problem is to find the minimum number of searchers that can guarantee the capture of the fugitive, which is called the edge search number of the graph.

There are two modifications of the classical Parsons-Petrov model, namely node searching and mixed searching, introduced by Kirousis and Papadimitriou [24] and Bienstock and Seymour in [4], respectively. The main difference between the three variants is in the way an edge is cleared. In the node searching version an edge is cleared if both its endpoints contain searchers. The mixed searching version

[^0]combines the features of node and edge searching, namely an edge is cleared if either both its two endpoints contain searchers or a searcher is slided along it. The minimum number of searchers sufficient to perform searching and ensure the capture of the fugitive for each of the three variants are respectively the edge, node, and mixed search numbers, and computations of these are all NP-hard [4, 28, 23].

Polynomial-time algorithms are known for computing the node search number of trees [32, 35], interval graphs [8], $k$-starlike graphs for fixed $k$ [31], $d$-trapezoid graphs [6], block graphs [10], split graphs [20], circular-arc graphs [36], permutation graphs [5, 29], biconvex bipartite graphs [33], and unicyclic graphs [13]. However, only for a few of these graph classes polynomial-time algorithms are known for computing mixed search and edge search numbers. Mixed search number of interval graphs, split graphs [15] and permutation graphs [22] can be computed in polynomial time. Edge search number of trees [28, 32], interval graphs, split graphs [31, 18], unicyclic graphs [38], and complete multipartite graphs [2] can be computed in polynomial time.

In this paper, we give a linear-time algorithm for computing the edge search number of cographs, and thereby we prove that the edge search number of cographs can be computed in polynomial time, which has been an open problem until now. Cographs are an important and well studied subclass of permutation graphs [19, 9]. Hence, by the mentioned results on permutation graphs above, their node search and mixed search numbers were already known to be computable in polynomial time. An especially designed algorithm for the node search number of cographs also exists [7]. Our new results complete the knowledge on the graph searching on cographs, showing that node, mixed, and edge search numbers of cographs can all be computed efficiently. Apart from cographs, we see from the above list that interval and split graphs are the only graph classes for which polynomial-time algorithms are known for computing their node, mixed and edge search numbers. For permutation graphs, we still do not know how to compute their edge search number in polynomial time. With our results, we extend the knowledge on permutation graphs in the sense that we know at least how to compute the edge search number of some permutation graphs, namely cographs.

## 2 Preliminaries

We work with simple and undirected graphs $G=(V, E)$, with vertex set $V(G)=V$ and edge set $E(G)=E$. The set of neighbors of a vertex $x$ is denoted by $N(x)=$ $\{y \mid x y \in E\}$. The degree of a vertex $v$ is $d(v)=|N(v)|$. A vertex is universal if $N(v)=V \backslash\{v\}$ and isolated if $N(v)=\emptyset$. A vertex set is a clique all of its vertices are pairwise are adjacent, and an independent set if all of its vertices are pairwise
non-adjacent. The subgraph of $G$ induced by a vertex set $A \subseteq V$ is denoted by $G[A]$. For a given vertex $u \in V$, we denote $G[V \backslash\{u\}]$ simply by $G-u$.
$K_{n}$ denotes the complete graph on $n$ vertices. $I_{n}$ denotes the graph on $n$ isolated vertices (hence no edge), and by $K_{n, m}$ we denote the complete bipartite graph $(X, Y, E)$ such that $|X|=n$ and $|Y|=m$.

Let $G=(V, E)$ and $H=(W, F)$ be two undirected graphs with $V \cap W=\emptyset$. The (disjoint) union of $G$ and $H$ is $G \oplus H=(V \cup W, E \cup F)$, and the join of $G$ and $H$ is $G \otimes H=(V \cup W, E \cup F \cup\{v w \mid v \in V, w \in W\})$. Cographs are defined recursively through the following operations:

- A single vertex is a cograph.
- If $G$ and $H$ are vertex disjoint cographs then $G \oplus H$ is a cograph.
- If $G$ and $H$ are vertex disjoint cographs then $G \otimes H$ is a cograph.

Consequently, complements of cographs are also cographs. If $G$ is a cograph then either $G$ is disconnected, or its complement $\bar{G}$ is disconnected, or $G$ consists of a single vertex. Using the corresponding decomposition rules one obtains the modular decomposition tree of a cograph which is called a cotree. A cotree $T$ of a cograph $G$ is a rooted tree with two types of interior nodes: 0-nodes and 1-nodes. The vertices of $G$ are assigned to the leaves of $T$ in a one-to-one manner. Two vertices $u$ and $v$ are adjacent in $G$ if and only if the lowest common ancestor of the leaves $u$ and $v$ in $T$ is a 1-node. A graph is a cograph if and only if it has a cotree [11]. Cographs can be recognized and their corresponding cotrees can be generated in linear time [21, 12].

A path-decomposition of a graph $G=(V, E)$ is a linearly ordered sequence of subsets of $V$, called bags, such that the following three conditions are satisfied: 1. Every vertex $x \in V$ appears in some bag. 2. For every edge $x y \in E$ there is a bag containing both $x$ and $y$. 3. For every vertex $x \in V$, the bags containing $x$ appear consecutively. The width of a decomposition is the size of the largest bag minus one, and the pathwidth of a graph $G, p w(G)$, is the minimum width over all possible path decompositions.

The edge search game can be formally defined as follows. Let $G=(V, E)$ be a graph to be searched. A search strategy consists of a sequence of discrete steps which involves searchers. Initially there is no searcher on the graph. Every step is one of the following three types

- Some searchers are placed on some vertices of $G$ (there can be several searchers located in one vertex);
- Some searchers are removed from $G$;
- A searcher slides from a vertex $u$ to a vertex $v$ along edge $u v$.

At every step of the search strategy the edge set of $G$ is partitioned into two sets: cleared and contaminated edges. Intuitively, the agile and omniscient fugitive with unbounded speed who is invisible for the searchers, is located somewhere on a contaminated territory, and cannot be on cleared edges. Initially all edges of $G$ are contaminated, i.e., the fugitive can be anywhere. A contaminated edge $u v$ becomes cleared at some step of the search strategy if at this step a searcher located in $u$ slides to $v$ along $u v$.

A cleared edge $e$ is (re)contaminated at some step if at this step there exists a path $P$ containing $e$ and a contaminated edge and no internal vertex of $P$ contains a searcher. For example, if a vertex $u$ is incident to a contaminated edge $e$, there is only one searcher at $u$ and this searcher slides from $u$ to $v$ along edge $u v \neq e$, then after this step the edge $u v$, which is cleared by sliding, is immediately recontaminated.

A search strategy is winning if after its termination all edges are cleared. The edge search number of a graph $G$, denoted by $\operatorname{es}(G)$, is the minimum number of searchers required for a winning strategy of edge searching on $G$. The differences between mixed, edge, and node searching are in the way the edges can be cleared. In node searching an edge is cleared only if both its endpoints are occupied (no clearing by sliding). In mixed searching an edge can be cleared both by sliding and if both its endpoints are occupied by searchers. The mixed and node search numbers of a graph $G$ are defined similarly to the edge search number, and are denoted by $m s(G)$ and $n s(G)$, respectively. The following result is central; it gives the relation between the three graph searching parameters and relates them to pathwidth.

Lemma 1 ([37]) Let $G$ be an arbitrary graph.

- $n s(G)=p w(G)+1$.
- $p w(G) \leq m s(G) \leq p w(G)+1$.
- $p w(G) \leq e s(G) \leq p w(G)+2$.

Hence computing the pathwidth and the node search number are equivalent tasks. However, note that, although $p w(G)$ of a graph $G$ can be computed easily, it might be difficult to decide whether $e s(G)=p w(G)$ or $e s(G)=p w(G)+1$ or $e s(G)=p w(G)+2$.

A winning edge search strategy using es $(G)$ steps is called optimal. A search strategy is called monotone if at any step of this strategy no recontamination occurs. For all three versions of graph searching, recontamination does not help to search the graph with fewer searchers [4, 26], i.e., on any graph with edge search number $k$ there exists a winning monotone edge search strategy using $k$ searchers. Thus in this paper we consider only monotone edge search strategies.

## 3 Edge search number of cographs

In this section we show how to compute the edge search number of a cograph. We start by giving general results on the disjoint union and join of two arbitrary graphs. Given an arbitrary graph $G$ and an integer $c$, following Golovach [17], we define $G_{c}$ to a supergraph of $G$, obtained from $G$ by attaching $c$ new vertices of degree 1 to each vertex of $G$. Hence $G_{c}$ has $c \cdot|V(G)|$ vertices in addition to the $|V(G)|$ vertices of $G$.

Lemma 2 ([17]) Let $G$ and $H$ be two arbitrary graphs with $|V(G)|=n$ and $|V(H)|=$ $m$, such that the pair $\{G, H\}$ is not one of the following pairs $\left\{I_{1}, I_{1}\right\},\left\{I_{1}, I_{2}\right\}$, $\left\{I_{2}, I_{2}\right\},\left\{I_{2}, K_{k}\right\}$. Then es $(G \otimes H)=\min \left\{e s\left(G_{m}\right)+m\right.$, es $\left.\left(H_{n}\right)+n\right\}$.

We will relate the above lemma to edge search strategies. To have an easy notion of the number of searchers that are used at each step of the search, assume for the rest of this section that every searcher which is not necessary is removed from the graph as soon as it becomes unnecessary. We define $\operatorname{extra}(G)=1$ if there is an optimal edge strategy on $G$ such that every time the maximum number of searchers is used the following operation is executed: sliding a searcher through an edge whose both endpoints are occupied by two other searchers. Hence extra $(G)=0$ if every optimal edge search strategy avoids this operation at least once when using the maximum number of searchers.

Lemma 3 Let $G$ be an arbitrary graph and $c>2$ be an integer. Then $\operatorname{es}\left(G_{c}\right)=$ $e s(G)+1-\operatorname{extra}(G)$.

Proof. Clearly, es $\left(G_{c}\right) \geq e s(G)$. Let us study the two cases $\operatorname{extra}(G)=1$ and $\operatorname{extra}(G)=0$ separately.

Let $\operatorname{extra}(G)=1$. Then it follows directly that $\operatorname{es}\left(G_{c}\right) \geq e s(G)+1-\operatorname{extra}(G)=$ $e s(G)$. Let us show that $e s\left(G_{c}\right) \leq e s(G)+1-\operatorname{extra}(G)=e s(G)$. We will do this by turning any optimal edge strategy for $G$ into an edge strategy for $G_{c}$ using at most the same number of searchers. We run the each search strategy of $G$ on $G_{c}$. Since at each step of the search at least one searcher is available to be slided between two already occupied vertices, whenever the strategy of $G$ clears a vertex $v$, we keep the searcher on $v$, and we use the extra available searcher to clear all the vertices of degree 1 adjacent to $v$, one by one. Thus we conclude that $e s\left(G_{c}\right)=e s(G)=$ $e s(G)+1-\operatorname{extra}(G)$ when $\operatorname{extra}(G)=1$.

Let $\operatorname{extra}(G)=0$ and $e s(G)=k$. First we show that $e s\left(G_{c}\right) \geq e s(G)+1-$ $\operatorname{extra}(G)=k+1$. We know that at least $k$ searchers are necessary to clear $G_{c}$, by the first sentence of the proof. So assume for a contradiction that $e s\left(G_{c}\right)=k$. Consider any optimal edge search strategy for $G_{c}$; let us study the last step before
the $k$ 'th searcher is used for the first time. To get rid of some simple cases, without loss of generality we can use the $k$ 'th searcher to clear all edges whose both endpoints are occupied by searchers. In addition, if a degree one vertex contains a searcher, we can slide it to the single neighbor $v$ of this vertex, and then use the $k$ 'th searcher to clear all edges between $v$ and its neighbors of degree 1 . Hence, for each vertex $u$ of degree at least 2 containing a searcher, we can use the $k$ 'th searcher to clear all edges between $u$ and its neighbors of degree 1. Furthermore, if a vertex containing a searcher is incident to only one contaminated edge, then we can slide its searcher to the other endpoint of the contaminated edge, clearing the edge. After repeating this for as long as possible, if some vertices are incident to only cleared edges, we can remove their searcher and place it on an uncleared vertex. Hence we can assume that there is a step in this search strategy where $k-1$ searchers are placed on the vertices of $G$, all edges between vertices of degree one and their neighbors containing searchers are cleared, all edges containing searchers on both endpoints are cleared, and $G_{c}$ is not yet cleared since $\operatorname{extra}(G)=0$ and we have so far only slided the $k$ 'th searcher between vertices of $G$ occupied with searchers. At this point, every vertex containing a searcher is incident to at least two contaminated edges of $G$. After this point, we can clear at most one contaminated edge incident to some vertex occupied by a searcher, by sliding the $k$ 'th searcher from the occupied endpoint towards the endpoint $w$ not occupied by a searcher. Note that $w$ is not a degree one vertex, and all edges between $w$ and its neighbors of degree one are contaminated. Consequently, from now on no searcher can be removed or slided without allowing recontamination, and the search cannot continue successfully without increasing the number of searchers. Thus $\operatorname{es}\left(G_{c}\right) \geq k+1=e s(G)+1-\operatorname{extra}(G)$. Let us now show that $e s\left(G_{c}\right) \leq e s(G)+1$, that $k+1$ searchers are enough to clear $G_{c}$. We construct an optimal edge search strategy for $G_{c}$ by following the steps of an optimal edge search strategy for $G$. At each step where we place a searcher on a vertex $v$ of $G$ we use the extra searcher to clear all the edges between $v$ and vertices of degree 1. Thus $\operatorname{es}\left(G_{c}\right)=e s(G)+1-\operatorname{extra}(G)$ if $\operatorname{extra}(G)=0$.

By Lemmas 2 and 3, the next lemma follows immediately. For the cases that are not covered by this lemma, it is easy to check that es $\left(I_{1} \otimes I_{1}\right)=e s\left(I_{1} \otimes I_{2}\right)=$ $e s\left(I_{2} \otimes I_{2}\right)=1$ and $e s\left(I_{2} \otimes K_{k}\right)=k+1$ for $k \geq 2$.

Lemma 4 Let $G$ and $H$ be two arbitrary graphs with $|V(G)|=n$ and $|V(H)|=m$, such that the pair $\{G, H\}$ is not one of the following pairs $\left\{I_{1}, I_{1}\right\},\left\{I_{1}, I_{2}\right\},\left\{I_{2}, I_{2}\right\}$, $\left\{I_{2}, K_{k}\right\}$. Then es $(G \otimes H)=\min \{n+e s(H)+1-\operatorname{extra}(H), m+e s(G)+1-\operatorname{extra}(G)\}$.

Consequently, if we know how to compute $\operatorname{extra}(G)$ for a graph $G$ then we can compute the edge search number of the join of two graphs using the above lemma.

This might be a difficult task for general graphs, but here we will show that we can compute extra $(G)$ efficiently if $G$ is a cograph.

Before we continue with this, we briefly mention that the disjoint union operation on two arbitrary graphs is easy to handle with respect to edge search number and the parameter extra. If $G$ and $H$ are two arbitrary disjoint graphs, then clearly $e s(G \oplus H)=\max \{e s(G), e s(H)\}$. Furthermore we have the following observation on $\operatorname{extra}(G \oplus H)$.

Lemma 5 Let $G_{1}$ and $G_{2}$ be two arbitrary graphs. Then

$$
\operatorname{extra}\left(G_{1} \oplus G_{2}\right)=\min _{i \in\{1,2\}}\left\{\operatorname{extra}\left(G_{i}\right) \mid \operatorname{es}\left(G_{i}\right)=e s\left(G_{1} \oplus G_{2}\right)\right\} .
$$

Proof. Without loss of generality let $e s\left(G_{1} \oplus G_{2}\right)=e s\left(G_{1}\right)$. We have two possibilities: either $\operatorname{es}\left(G_{2}\right)<e s\left(G_{1}\right)$ or $\operatorname{es}\left(G_{2}\right)=e s\left(G_{1}\right)$. For the first case, $\operatorname{extra}\left(G_{1} \oplus G_{2}\right)=$ $\operatorname{extra}\left(G_{1}\right)$, regardless of $\operatorname{extra}\left(G_{2}\right)$, since we can search $G_{2}$ first and then move all the searchers to $G_{2}$. For the second case, the lemma claims that if $\operatorname{extra}\left(G_{1}\right)=0$ or $\operatorname{extra}\left(G_{2}\right)=0$ then extra extra $\left(G_{1} \oplus G_{2}\right)=0$. This is easy to see, since regardless of where we start the search, there will be a point of the search where all searchers are used without the use of the sliding operation between two vertices occupied by searchers.

We continue by listing some simple graphs $G$ with $\operatorname{extra}(G)=0$. For the graphs covered by the next lemma, it is known that $e s\left(I_{n}\right)=1, e s\left(K_{2}\right)=1, e s\left(K_{3}\right)=2$, and $e s\left(K_{n}\right)=n$ for $n \geq 4$. Furthermore, $e s\left(K_{n, m}\right)=\min \{n, m\}+1$ when $\min \{n, m\} \leq 2$ and since $\left(I_{2} \otimes K_{n}\right)$ is an interval graph, es $\left(I_{2} \otimes K_{n}\right)=n+1$ for $n \geq 1$, by the results of $[31,18]$.

Observation 6 If $G$ is one of the following graphs then extra $(G)=0: I_{n}, K_{n}$ with $n \leq 3, K_{n, m}$ with $\min \{n, m\} \leq 2$, or $\left(I_{2} \otimes K_{n}\right)$.

Proof. The optimal edge search strategies for these graphs are known, as listed before the lemma, from previous results [2, 15]. Using these results and by the definition of the parameter extra it follows immediately that extra $(G)=0$ if $G$ is one of the following graphs: $I_{n}, K_{n}$, or $K_{n, m}$ with $\min \{n, m\}<3$. If $G=I_{2} \otimes K_{n}$ then since $G$ an interval graph, it follows from [31, 18] that $e s(G)=n+1$. It follows also that extra $(G)=0$ since in every optimal edge search strategy for $G$, when the maximum number of searchers are required, at least one edge $u v$ is cleared by sliding the searcher from $u$ towards $v$ when all adjacent edges to $u$ are cleared except $u v$.

Observation 7 If $G$ has a universal vertex $u$, and the size of the largest connected component of $G-u$ is at most 2, then extra $(G)=0$.

Proof. If all connected components of $G-u$ are of size 1 , then $G=K_{1, n}$ and covered by the previous observation. Otherwise, a graph $G$ that satisfies the premises of the lemma consists of edges and triangles all sharing a common vertex $u$, and sharing no other vertices. Such a graph is an interval graph, and it is known that it can be cleared with 2 searchers: place one searcher on $u$, and clear every edge or triangle attached at $u$ by sliding the second searcher from $u$ to the other vertices of the edge or the triangle. Clearly $\operatorname{extra}(G)=0$.

Notice that the above two observations, together with Lemma 5, handle the extra parameter of all (and more) graphs that are not covered by Lemma 4.

We are now ready to show how to compute $\operatorname{extra}(G)$ when $G$ is a cograph. This will be explained algorithmically in the proof of the next lemma. For this we will use the cotree as a data structure to store $G$. Note that due to the decomposition rules on cographs explained in Section 2, we may assume that each interior node of a cotree has exactly two children. As an initialization, note that a single vertex is a special case of $I_{n}$, and hence for a single vertex $u$ we define $\operatorname{extra}(u)=0$. Consequently, in our algorithm every leaf $l$ of the cotree of a cograph will have $\operatorname{extra}(l)=0$ before we start the computations.

Lemma 8 Let $G$ be a cograph. Then extra $(G)$ can be computed in linear time.
Proof. Let $G$ be a cograph and let $T$ be its cotree. If $G$ is one of the special cographs covered by Observations 6 and 7 then $\operatorname{extra}(G)=0$. We assume now we initialized all the subtrees corresponding to the special cases covered by these observations. Let us consider now the first node in the cotree which corresponds to a graph which is not one of those cases. If we are dealing with a 0 -node then we can compute the value for the parameter extra by Lemma 5 . We will show now how to compute extra for a 1-node. Let $T_{l}$ and $T_{r}$ be the the left subtree and the right subtree of the 1-node considered and let $G_{l}$ and $G_{r}$ be the corresponding cographs that have $T_{l}$ and $T_{r}$ as their cotrees, respectively.

We first consider the case when $\operatorname{extra}\left(G_{l}\right)=\operatorname{extra}\left(G_{r}\right)=0$. Since we already initialized all the special cases covered by Observations 6 and 7 , and we are at a join-node, we know that we not dealing with one of the cases not covered by Lemma 4. Thus by Lemma 4 we have that $e s\left(G_{l} \otimes G_{r}\right)=\min \left\{\left|V\left(G_{l}\right)\right|+e s\left(G_{r}\right)+\right.$ $\left.1-\operatorname{extra}\left(G_{r}\right),\left|V\left(G_{r}\right)\right|+e s\left(G_{l}\right)+1-\operatorname{extra}\left(G_{l}\right)\right\}=\min \left\{\left|V\left(G_{l}\right)\right|+e s\left(G_{r}\right)+1,\left|V\left(G_{r}\right)\right|+\right.$ $\left.e s\left(G_{l}\right)+1\right\}$. Let us assume without loss of generality that es $\left(G_{l} \otimes G_{r}\right)=\left|V\left(G_{l}\right)\right|+$ $e s\left(G_{r}\right)+1$. We will show now that there is an optimal edge search strategy for $G_{l} \otimes G_{r}$ using at every step that requires the maximum number of searchers in the strategy the following operation: an edge is cleared by sliding a searcher from one endpoint towards the other endpoint when both endpoints are occupied by searchers.

We place $\left|V\left(G_{l}\right)\right|$ searchers on the vertices of $G_{l}$, and we use one more searcher to clear all the edges inside $G_{l}$. At this point the only edges not cleared are the edges of $G_{r}$ and the edges between the vertices of $G_{r}$ and the vertices of $G_{l}$. The following step in the edge search strategy for $G_{l} \otimes G_{r}$ is the same as the first step in the edge search strategy for $G_{r}$. At each point when we place a new searcher on a vertex $v$ of $G_{r}$ we use one searcher to clear the edges between $v$ and $G_{l}$. This is possible to do also when using the maximum number of searchers in $G_{r}$ which is $e s\left(G_{r}\right)$. At this point $\left|V\left(G_{l}\right)\right|$ searchers are placed on the vertices of $G_{l}$ and we have es $\left(G_{r}\right)$ searchers on some vertices of $G_{r}$. Since $e s\left(G_{l} \otimes G_{r}\right)=\left|V\left(G_{l}\right)\right|+e s\left(G_{r}\right)+1$ we have one more searcher available to clear the edges between $G_{l}$ and $G_{r}$ by sliding. This is true for each step when using the largest number of searchers in $G_{r}$. Thus, by the definition of extra we have $\operatorname{extra}\left(G_{l} \otimes G_{r}\right)=1$.

We consider now the case when $\operatorname{extra}\left(G_{l}\right)=0$ and $\operatorname{extra}\left(G_{r}\right)=1$. First we consider the case when $e s\left(G_{l} \otimes G_{r}\right)=\min \left\{\left|V\left(G_{l}\right)\right|+e s\left(G_{r}\right),\left|V\left(G_{r}\right)\right|+e s\left(G_{l}\right)+\right.$ $1\}=\left|V\left(G_{l}\right)\right|+e s\left(G_{r}\right)$. We give a corresponding edge search strategy such that $\operatorname{extra}\left(G_{l} \otimes G_{r}\right)=1$. We place as before $\left|V\left(G_{l}\right)\right|$ searchers on the vertices of $G_{l}$ and use one more searcher to clear the edges inside $G_{l}$. Next steps are to imitate the optimal edge search strategy of $G_{r}$. We know that $\operatorname{extra}\left(G_{r}\right)=1$ which means that at every step when using $\operatorname{es}\left(G_{r}\right)$ searchers on $G_{r}$, one searcher is used only to slide trough an edge $u v$ whose both endpoints are occupied by two other searchers. Thus we can use the same sliding searcher to clear the edges between $u$ and the vertices of $G_{l}$ and the edges between $v$ and the vertices of $G_{l}$. Thus $\operatorname{extra}\left(G_{l} \otimes G_{r}\right)=1$. Let assume now that $e s\left(G_{l} \otimes G_{r}\right)=\min \left\{\left|G_{l}\right|+e s\left(G_{r}\right),\left|G_{r}\right|+e s\left(G_{l}\right)+1\right\}=\left|G_{r}\right|+$ $e s\left(G_{l}\right)+1$. We construct the desired edge search strategy in the following manner. We place $\left|G_{r}\right|$ searchers on the vertices of $G_{r}$. After that we construct the edge search strategy similar to the first case consider when $\operatorname{extra}\left(G_{l}\right)=\operatorname{extra}\left(G_{r}\right)=0$. Thus $\operatorname{extra}\left(G_{l} \otimes G_{r}\right)=1$.

The last case we need to consider is $\operatorname{extra}\left(G_{l}\right)=\operatorname{extra}\left(G_{r}\right)=1$. Then $\operatorname{es}\left(G_{l} \otimes\right.$ $\left.G_{r}\right)=\min \left\{\left|G_{l}\right|+e s\left(G_{r}\right),\left|G_{r}\right|+e s\left(G_{l}\right)\right\}$. This is similar to the case when $\operatorname{extra}\left(G_{l}\right)=$ 0 and $\operatorname{extra}\left(G_{r}\right)=1$ and $\operatorname{es}\left(G_{l} \otimes G_{r}\right)=\left|G_{l}\right|+e s\left(G_{r}\right)$. Thus we have $\operatorname{extra}\left(G_{l} \otimes G_{r}\right)=$ 1 also in this situation.

All the previous cases can be checked in constant-time. For each node of the cotree we compute the value of extra in constant-time using a bottom-up strategy. Therefore, we can conclude that $\operatorname{extra}(G)$ can be computed in linear-time for a cograph.

In fact, a stronger result follows immediately by the proof of Lemma 8:
Corollary 9 If $G$ is a connected cograph, and $G$ is not one of the graphs covered by Observations 6 and 7, then $\operatorname{extra}(G)=1$.

Theorem 10 Let $G$ be a cograph. Then the edge search number of $G$ can be computed in linear time.

Proof. In order to compute the edge search number of a cograph $G$ we do the following. First we compute the cotree $T$ of $G$ in linear time. The next step is to initialize all starting subtrees according to Observations 6 and 7. After that we use a bottom-up strategy to compute the edge search number of $G$. For each 1-node we compute the edge search number according to Lemma 4 and the parameter extra according to Lemma 8. For each 0-node we compute the edge search number and the parameter extra according to Lemma 5. Thus we have that the edge search number of a cograph can be computed in linear time.

## 4 Conclusions

We have shown how to compute the edge search number of cographs in linear time. It remains an open problem whether the edge search number of permutation graphs can be computed in polynomial time. Both answers to this questions would be interesting. If it turns out that the edge search number for permutation graphs is NP-hard, this would give the first graph class where node and mixed search number are computable in polynomial time and the edge search number computation is NP-hard.
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