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Abstract

We show that interval graphs on \(n\) vertices have at most \(3^{n/3} \approx 1.4422^n\) minimal dominating sets, and that these can be enumerated in time \(O^*(3^{n/3})\). As there are examples of interval graphs that actually have \(3^{n/3}\) minimal dominating sets, our bound is tight. We show that the same upper bound holds also for trees, i.e. trees on \(n\) vertices have at most \(3^{n/3} \approx 1.4422^n\) minimal dominating sets. The previous best upper bound on the number of minimal dominating sets in trees was \(1.4656^n\), and there are trees that have \(1.4167^n\) minimal dominating sets. Hence our result narrows this gap. On general graphs there is a larger gap, with \(1.7159^n\) being the best known upper bound, whereas no graph with \(1.5705^n\) or more minimal dominating sets is known.
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1. Introduction

Enumerating vertex subsets of a graph satisfying a given property and establishing lower and upper bounds for the maximum number of such vertex subsets in graphs are central tasks in graph algorithms and combinatorics. Branching algorithms are one of the major techniques to design exact exponential algorithms solving NP-hard optimization problems [12]. Such recursive branching algorithms are also a major tool in constructing (exact exponential) enumeration algorithms. Furthermore their running time analysis can be used to obtain

\textsuperscript{∗}This work is supported by the Research Council of Norway, the French National Research Agency (ANR project GraphEn / ANR-15-CE40-0009), and the European Research Council under the European Union’s Seventh Framework Programme (FP/2007-2013) / ERC Grant Agreement n. 267959.

∗Corresponding author. Université de Lorraine, LITA, Metz, France. Phone: +33 387315444

Email addresses: petr.golovach@uib.no (Petr A. Golovach), pinar.heggernes@uib.no (Pinar Heggernes), mamadou.kante@isima.fr (Mamadou Moustapha Kanté), dieter.kratsch@univ-lorraine.fr (Dieter Kratsch), yngve.villanger@gmail.com (Yngve Villanger)
upper bounds on the maximum number of enumerated objects in a graph. A classical example is the famous result by Moon and Moser [26], which states that the maximum number of maximal independent sets in a graph on \( n \) vertices is \( 3^{n/3} \). Its proof can be translated into a branching algorithm that enumerates all maximal independent sets of a graph in time \( O^*(3^{n/3}) \), where the \( O^* \)-notation suppresses polynomial factors. The result is tight, as disjoint unions of triangles have exactly \( 3^{n/3} \) maximal independent sets. Triangle-free graphs, on the other hand, have at most \( 2^{n/2} \) maximal independent sets [19] and these can be enumerated in time \( O^*(2^{n/2}) \) [2]. Furthermore this bound is tight, as every 1-regular graph has \( 2^{n/2} \) maximal independent sets.

Recently there has been extensive research in this direction, both on general graphs and on graph classes, dealing with enumeration algorithms and combinatorial lower and upper bounds of minimal feedback vertex sets, minimal subset feedback vertex sets, minimal separators, and potential maximal cliques [4, 9, 11, 13, 14, 15]. Although the abovementioned results on maximal independent sets are tight, in general tight bounds are rare and there is often a gap between the best known upper bound and the best known lower bound, i.e., the largest number achieved by a known example. This is in particular the case for minimal dominating sets. Fomin, Grandoni, Pyatkin and Stepanov [10] gave an algorithm with running time \( O(1.7159^n) \) for enumerating all minimal dominating sets in an \( n \)-vertex graph, thereby showing that the maximum number of minimal dominating sets in such a graph is at most \( 1.7159^n \). However, it is not known whether \( n \)-vertex graphs with \( 1.5705^n \) or more minimal dominating sets exist [10]. This gap has been narrowed on some well-known graph classes, like chordal graphs [3], trees [25], and cobipartite graphs [5]. Tight bounds have been obtained e.g., on cographs [3] and split graphs [5].

In this paper we study enumeration algorithms and lower and upper bounds for the maximum number of minimal dominating sets in interval graphs and trees. More precisely, we show that every interval graph on \( n \) vertices has at most \( 3^{n/3} \) minimal dominating sets which can be enumerated in time \( O^*(3^{n/3}) \). The bound is tight as a disjoint union of triangles, which is an interval (even a proper interval) graph, has exactly \( 3^{n/3} \) minimal dominating sets. Prior to our research reported in this paper, the best known upper bound on the number of minimal dominating sets in interval graphs was \( 1.6181^n \), i.e. the best known upper bound for chordal graphs [3]. Proper interval graphs, which form a subset of interval graphs, have been known to have at most \( 1.4656^n \) minimal dominating sets, and hence our result closes the gap on that graph class as well. In addition we improve the upper bound on the number of minimal dominating sets of trees. Krzywkowski [25] has proved an upper bound of \( 1.4656^n \) on trees, and he gave a lower bound example with \( 1.4167^n \) minimal dominating sets. We show that trees have at most \( 3^{n/3} \approx 1.4422 \) minimal dominating sets which can be enumerated in time \( O^*(3^{n/3}) \). Our results, together with known results on related graph classes, are summarized in Table 1.

Our study on the number of minimal dominating sets in graphs is motivated from various holds. First of all, domination in graphs is a very well studied subject with many applications in various fields, as can be seen by the number
of papers and books published on the subject, see e.g., [18]. Furthermore, the gap between the best known upper and lower bounds on the number of minimal dominating sets in general graphs naturally triggers curiosity about closing the gap on graph classes. Last but not least, enumeration of minimal dominating sets is strongly related to enumeration of minimal transversals of a hypergraph. The latter is a very well studied problem within the field of output polynomial algorithms. In fact, it is a long standing open question of great importance whether there is an output polynomial algorithm to enumerate the minimal transversals of a hypergraph, see e.g., [7, 8].

The existence of output polynomial algorithms to enumerate the minimal dominating sets has been studied on graph classes, and several works resolve it positively on some of the graph classes mentioned above [6, 7, 16, 20, 21, 22, 23].

2. Preliminaries

Graphs. We work with simple undirected graphs. We denote such a graph by $G = (V, E)$, where $V$ is the set of vertices and $E$ is the set of edges of $G$, with $n = |V|$ and $m = |E|$. When the vertex set and the edge set of $G$ are not specified, we use $V(G)$ and $E(G)$ to denote these, respectively. The set of neighbors of a vertex $v \in V$ is denoted by $N_G(v)$, and we let $N_G[v] = N_G(v) \cup \{v\}$. For a set $S \subseteq V$, we define analogously $N_G[S] = \bigcup_{v \in S} N_G[v]$ and $N_G(S) = N_G[S] \setminus S$. We will omit the subscript $G$ when there is no ambiguity. A vertex $v$ is universal if $N[v] = V$ and isolated if $N(v) = \emptyset$. The subgraph of $G$ induced by $S$ is denoted by $G[S]$. We use $G - v$ to denote the graph $G[V \setminus \{v\}]$, and $G - S$ to denote the graph $G[V \setminus S]$. A set $S \subseteq V$ is an independent set if $uv \notin E$ for every pair of vertices $u, v \in S$, and $S$ is a clique if $uv \in E$ for every pair of vertices $u, v \in S$. A clique (independent set) is maximal if no proper superset of it is a clique (independent set).

Domination. A vertex set $D \subseteq V$ is a dominating set of $G$ if $N[D] = V$. Every vertex $v$ of a dominating set dominates the vertices in $N[v]$. A dominating set $D$ is a minimal dominating set if no proper subset of $D$ is a dominating set. If $D$ is

<table>
<thead>
<tr>
<th>Graph class</th>
<th>Lower bound</th>
<th>Previous upper bound</th>
<th>This paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>general</td>
<td>$15^{n/6}$</td>
<td>1.7159$^a$ [10]</td>
<td></td>
</tr>
<tr>
<td>chordal</td>
<td>$3^{n/3}$</td>
<td>1.6181$^a$ [3]</td>
<td></td>
</tr>
<tr>
<td>split</td>
<td>$3^{n/3}$</td>
<td>$3^{n/3}$ [5]</td>
<td></td>
</tr>
<tr>
<td>interval</td>
<td>$3^{n/3}$</td>
<td>1.6181$^a$ [3]</td>
<td>$3^{n/3}$</td>
</tr>
<tr>
<td>proper interval</td>
<td>$3^{n/3}$</td>
<td>1.4656$^a$ [3]</td>
<td>$3^{n/3}$</td>
</tr>
<tr>
<td>tree</td>
<td>1.4167$^n$</td>
<td>1.4656$^a$ [25]</td>
<td>$3^{n/3}$</td>
</tr>
<tr>
<td>co-bipartite</td>
<td>1.3195$^n$</td>
<td>1.4511$^a$ [5]</td>
<td></td>
</tr>
<tr>
<td>cograph</td>
<td>$15^{n/6}$</td>
<td>$15^{n/6}$ [3]</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Lower and upper bounds on the maximum number of minimal dominating sets. Note that $15^{n/6} \approx 1.5704^n$ and $3^{n/3} \approx 1.4422^n$. 
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a minimal dominating set then for every vertex \( v \in D \), there is a vertex \( x \in N[v] \) which is dominated only by \( v \). We call such a vertex \( x \) a private neighbor of \( v \), since \( x \) is not adjacent to any vertex in \( D \setminus \{v\} \). To avoid confusion we may also call \( x \) a private neighbor of \( v \) with respect to \( D \). Note that a vertex in \( D \) might be its own private neighbor. A vertex set \( S \subseteq V \) is an irredundant set of \( G \) if every vertex of \( S \) has a private neighbor with respect to \( S \). Observe that every subset of a minimal dominating set is irredundant. We denote the number of minimal dominating sets in a graph \( G \) by \( \mu(G) \), and \( \mu(n) \) denotes \( \max\{\mu(G) : |V(G)| = n\} \). Since every minimal dominating set of \( G \) is the union of a minimal dominating set of each connected component of \( G \), it is easy to see that \( \mu(G) = \prod_{i=1}^{t} \mu(G_i) \), where \( G_1, G_2, \ldots, G_t \) are the connected components of \( G \).

Finally let us mention that interval graphs and trees will be defined in the respective sections. All of the graph classes mentioned in the introduction can be recognized in linear time, and they are closed under taking induced subgraphs [1, 17] with the exception of trees.

3. Branching

The basics of branching algorithms, their time analysis and use in enumeration will be summarized in this section. For more details and examples, we refer to the book on "Exact exponential algorithms" [12] (Chapters 1, 2, 6).

Branching algorithms. A branching algorithm consists of reduction rules which modify the current instance and branching rules which branch into at least two new instances that we call subproblems. Typically the rules are given in a preference order and when the branching algorithm is called recursively on an instance then it applies the first rule which can be applied. An execution of a branching algorithm is often illustrated by a search tree which is a rooted tree constructed as follows. To each node of the tree we assign an instance such that the input (instance) is assigned to the root. Whenever a branching rule is applied to an instance, then each subproblem is assigned to a child of the node of the instance. The running time of an execution is bounded by a polynomial in \( n \) times the number of leaves (making some usually fulfilled assumptions).

Measure. To analyse the running time of a branching algorithm, one assigns to every instance a real (often an integer) which is called its measure. In graphs this is typically done by assigning to each vertex of the instance a weight and then by taking the sum over the weight of all vertices as the measure of the instance. In our paper we use two types of measures. The first one, often called simple, is used in Section 4 and assigns to each vertex weight 1. The second one is used in Section 5, it is binary and assigns either 0 or 1 as weight to each vertex. It is worth mentioning that different measures may produce different upper bounds on the worst case running time of the very same algorithm. Choosing a sophisticated measure is often a crucial part of analyzing a branching algorithm.

Time analysis. To analyze the running time of a branching algorithm with respect to some fixed measure, one proceeds as follows. Let \( L(n) \) be the maximum
number of leaves in a search tree corresponding to an execution of a branching algorithm on an input graph with \( n \) vertices. For any branching rule of the algorithm we determine a lower bound on the decreases of the measure from any original instance to all its subproblems obtained by the branching rule. Suppose for all \( i = 1, 2, \ldots, t \), the measure is always decreased by at least \( c_i \) when branching to the \( i \)-th subproblem. This leads to a recurrence relation

\[
L(n) = L(n - c_1) + L(n - c_2) + \ldots + L(n - c_t),
\]

which describes the worst case for this branching rule. This linear recurrence is said to have branching vector \((c_1, c_2, \ldots, c_t)\). To solve such a linear recurrence there are some important facts and tools, see e.g. [12]. To sketch the crucial ones, for the linear recurrences obtained via branching algorithms, the largest basic solution is of the form \( \alpha n \) where \( \alpha \) is the unique positive real root of the characteristic polynomial \( x^n - x^{n-c_1} - \ldots - x^{n-c_t} = 0 \). Such a root \( \alpha \) is called the branching number of the branching vector \((c_1, c_2, \ldots, c_t)\). Note that \( \alpha \) is the largest root (real or complex) of the characteristic polynomial. One concludes that

\[
L(n) \leq \alpha n^p(n)
\]

for all \( n \geq 1 \), where \( p \) is a polynomial in \( n \). Therefore \( L(n) = O^*(\alpha^n) \), assuming that only the branching rule with branching vector \((c_1, c_2, \ldots, c_t)\) is applied in the execution. Now such an analysis and computation has to be done for every branching rule and every branching vector. Let \( \alpha_{\text{max}} \) be the maximum over all branching numbers obtained. Now we may conclude that

\[
L(n) \leq (\alpha_{\text{max}})^n q(n)
\]

for all \( n \geq 1 \), where \( q \) is a polynomial in \( n \). Consequently the corresponding branching algorithm has running time of \( O^*(\alpha_{\text{max}}^n) \).

**Enumeration algorithms.** Exponential-time algorithms solving enumeration problems are often branching algorithms. Those algorithms output the objects to be enumerated, e.g. the minimal dominating sets of the input graph in Sections 4 and 5, in the leaves of the search tree only. In every leaf they output at most one object, and hence the number of enumerated objects is bounded by the number of leaves in any execution and consequently an \( n \)-vertex graph has at most \( L(n) \) objects. By running a polynomial time verification (if there is one) one might make sure that incorrect objects will not be outputted. Let us mention that such a verification algorithm for minimal dominating sets exists and runs in linear time. On the other hand, multiple occurrences of an object at various leaves are allowed, and also leaves that do not output an object are allowed.

**Upper bounds.** If such an enumeration algorithm has a running time of \( O^*(\alpha^n) \) then clearly it cannot enumerate more than \( O^*(\alpha^n) \) objects, and thus an \( n \)-vertex graph has at most \( O^*(\alpha^n) \) of these objects. Hence, in a trivial manner, the running time of a branching algorithm provides an upper bound for the number of enumerated objects in an \( n \)-vertex graph. Such an \( O^*(\alpha^n) \) upper bound can often be strengthened to an upper bound of \( \alpha^n \) (by removing the polynomial factor), i.e. for all \( n \geq 1 \) the number of enumerated objects in an \( n \)-vertex graph is at most \( \alpha^n \). Such a proof is done by induction proving the corresponding conjecture for all branching vectors obtained in the analysis of the branching algorithm.
4. Interval Graphs

A graph \( G = (V, E) \) is an interval graph if there is a collection \( \mathcal{I} \) of intervals of the real line and a bijection between \( V \) and \( \mathcal{I} \) such that to each vertex \( v \in V \) corresponds an interval \( I_v = [\ell(v), r(v)] \in \mathcal{I} \), and two vertices \( u \) and \( w \) are adjacent in \( G \) if and only if \( I_u \cap I_w \neq \emptyset \). Such a collection \( \mathcal{I} \) is called an interval model of \( G \). It is well known that every interval graph has a normalized interval model \( \mathcal{I} \) in which all endpoints of intervals are pairwise disjoint and have their coordinates in \( \{1, 2, \ldots, 2|V|\} \). We will thus assume in this section that every mentioned interval graph is accompanied with an interval model satisfying these conditions. In an interval graph, whenever we mention a set of vertices indexed with consecutive integers, like \( U = \{u_1, u_2, \ldots, u_k\} \), it should be understood that \( \ell(u_i) < \ell(u_{i+1}) \) for \( 1 \leq i \leq k-1 \). If \( U \) is an irredundant set, then it is easy to verify that this implies \( r(u_i) < r(u_{i+1}) \) for \( 1 \leq i \leq k-1 \) [23].

Interval graphs are a well-known subclass of chordal graphs, which are the graphs that do not contain simple (chordless) cycles of length 4 or more as induced subgraphs. We refer to [1, 17] for more information on structural properties of interval graphs.

Regarding the number of minimal dominating sets in interval graphs, the best known lower bound example is a disjoint union of triangles, which has \( 3^{n/3} \) minimal dominating sets. No work addressing the maximum number of minimal dominating sets in interval graphs has been done prior to our work, however the upper bound \( 1.6181^n \) for chordal graphs [3] clearly also applies to interval graphs.

Recently Kanté et al. obtained a linear delay algorithm to enumerate the minimal dominating sets of interval graphs [23]. For this, they give structural properties of the minimal dominating sets of interval graphs with respect to the corresponding interval models. We show here how to use their results to prove an upper bound of \( 3^{n/3} \) on the number of minimal dominating sets of interval graphs.

**Theorem 1** ([23]). Let \( G \) be an interval graph, and let \( D = \{u_1, u_2, \ldots, u_k\} \) be a set of vertices in \( G \). Then \( D \) is a minimal dominating set of \( G \) if and only if the following conditions hold:

1. \( \ell(u_1) < r(v) \) for every vertex \( v \) of \( G \),
2. \( \ell(v) < r(u_k) \) for every vertex \( v \) of \( G \),
3. for every \( i \in \{1, k-1\} \): if \( \ell(v) < r(u_i) \) for every vertex \( v \) of \( G \), then \( i = k \), otherwise \( \ell(w) < r(u_{i+1}) \), where \( w \) is the vertex with the smallest \( \ell(w) \) such that \( \ell(w) > r(u_i) \),
4. for every \( i \in \{1, k-1\} \): \( r(y) < \ell(u_{i+1}) < r(z) \), where \( y \) is the private neighbor of \( u_i \) with the smallest \( r(y) \), and \( z \) is the vertex with the smallest \( r(z) \) such that \( \ell(z) > r(u_i) \).

We say that an irredundant set \( U = \{u_1, \ldots, u_k\} \) in an interval graph is good if every vertex \( w \) satisfying \( r(w) < \ell(u_i) \) has a neighbor in \( U \). The following is a consequence of Theorem 1.
Corollary 1. Let $D = \{u_1, u_2, \ldots, u_k\}$ be a minimal dominating set of an interval graph. Then $\{u_1, \ldots, u_i\}$ is a good irredundant set for every $1 \leq i \leq k$.

From Theorem 1, it is clear that if we are given a good irredundant set $\{u_1, \ldots, u_i\}$ for some $i < k$, and we want to determine $u_{i+1}$ such that there is a minimal dominating set containing $\{u_1, \ldots, u_i, u_{i+1}\}$, then it is enough to search for $u_{i+1}$ among vertices whose intervals have their left endpoints between $r(y)$ and $r(z)$, where $y$ and $z$ are vertices defined by $u_i$ as stated in the fourth condition of the theorem. This will be the main idea behind our result. The crucial point for proving our upper bound is the following.

Lemma 1. Let $U = \{u_1, \ldots, u_i\}$ be a good irredundant set of an interval graph, and let $W$ be the set of vertices $w$ satisfying $r(y) < \ell(w) < r(z)$, where $y$ is the private neighbor of $u_i$ with the smallest $r(y)$, and $z$ is the vertex with the smallest $r(z)$ such that $\ell(z) > r(u_i)$. Then every good irredundant set that contains $U$, contains at most one vertex of $W$.

Proof. Let $U' = U \cup \{w, w'\}$ with $w, w' \in W$ and $w \neq w'$. We will prove that $U'$ is not irredundant. Let $u = u_i$ and $\ell(w) < \ell(w')$. Recall that if $r(w) > r(w')$ then $U'$ is not irredundant, thus we can assume that $r(w) < r(w')$. Let us distinguish three cases.

Case 1: Vertices $w$ and $w'$ are both adjacent to $u$. In this case both $w$ and $w'$ are dominated, and since $r(w) < r(w')$, $w$ has no private neighbor with respect to $U'$, thus $U'$ is not irredundant.

Case 2: Neither $w$ nor $w'$ are adjacent to $u$. In this case, observe that $\ell(u) < \ell(w) < \ell(w') < r(z) < r(w)$ by the definition of $z$ and the previous discussion. Consequently, $w$ and $w'$ are adjacent, and $w$ has no private neighbor with respect to $U'$. Hence $U'$ is not irredundant.

Case 3: The remaining case is that $w$ is adjacent to $u$, while $w'$ is not adjacent to $u$. We argue that every neighbor of $w$ is adjacent to either $u$ or $w'$. Since $w$ is dominated by $u$, this implies that $w$ has no private neighbor, and thus $U'$ is not irredundant. Assume for a contradiction that $w$ has a neighbor $z'$ that is not adjacent to $u$ or $w'$. Then $r(u) < \ell(z') < r(z') < \ell(w')$. However, by the definition of $z$, this implies that $r(z) < \ell(w')$, which contradicts the definition of set $W$.

We need a final lemma before we can give the main result of this section.

Lemma 2. Let $v$ be the vertex with the smallest $r(v)$ in an interval graph, and let $X$ be the set of vertices $x$ satisfying $\ell(x) < r(v)$. Then there is no good irredundant set that contains more than one vertex of $X$.

Proof. Let $\{x, x'\} \subseteq U$, for $x, x' \in X$ and $x \neq x'$. We will show that $U$ is not irredundant. Let $\ell(x) < \ell(x')$. As above, we can assume that $r(x) < r(x')$. Hence we have $\ell(x) < \ell(x') < r(x) < r(x')$. Consequently, $x$ and $x'$ are adjacent, and they are both adjacent to $v$. (Note that $x$ can be $v$.) Since by the definition of $v$, there is no vertex $v'$ with $r(v') < \ell(x')$, every neighbor of $x$ is adjacent to $x'$. Thus $x$ has no private neighbor and hence $U$ is not irredundant.
Theorem 2. There is a branching algorithm to enumerate all minimal dominating sets of an interval graph in time $O^*(3^{n/3})$.

Proof. We describe a branching algorithm which enumerates the minimal dominating sets of a given interval graph $G = (V, E)$. The idea of the algorithm is to construct minimal dominating sets by passing the interval model "from left to right", where the intervals are sorted in increasing order of their left endpoints. Hence in any subproblem we have a good irredundant set $\{u_1, u_2, \ldots, u_i\}$, $i \geq 0$, that we try to extend by adding a vertex, if it is not already a minimal dominating set.

An input to our branching algorithm, which we will also call a subproblem, is a pair of sets $(U, Y)$, where $U \subseteq V$ is a good irredundant set, and $Y \subseteq V \setminus U$ is the set of vertices that are available for addition to $U$ to obtain a minimal dominating set of $G$. The size of an instance, or subproblem, $(U, Y)$ is $|Y|$. Initially the algorithm is called with input $(\emptyset, V)$, thus the size of the initial instance is $n$.

By Theorem 1 and Lemma 2, every minimal dominating set contains exactly one vertex from the set $X$ described in Lemma 2. Note that set $X$ is not empty, as it contains at least the vertex with the leftmost right endpoint. Hence, when called on input $(\emptyset, V)$, the algorithm branches into $|X|$ subproblems $(\{x\}, V \setminus X)$, one for every vertex $x \in X$. A set consisting of a single vertex is clearly a good irredundant set.

Assume now that the algorithm is called with input $(U, Y)$, where $U = \{u_1, u_2, \ldots, u_i\}$ is a good irredundant set. By Theorem 1 and Lemma 1, either $U$ is a minimal dominating set, or every minimal dominating set that contains $U$ must contain exactly one vertex of the set $W$ that is described in Lemma 1. The algorithm first checks whether $U$ is a dominating set. If so, the algorithm stops and outputs $U$; this corresponds to a leaf of the search tree. If $U$ is not a dominating set, we branch into $|W|$ new subproblems $(U \cup \{w\}, Y \setminus W)$, one for every vertex $w$ of $W$. If $U \cup \{w^*\}$ is not a good irredundant set for a $w^* \in W$, we can immediately discard the subproblem $(U \cup \{w^*\}, Y \setminus W)$, as it will never lead to a minimal dominating set of $G$.

In both of the cases above, we branch into a number $t$ of subproblems for some $t \geq 1$, and the size of the instance is decreased by at least $t$ in each subproblem. The corresponding branching vector $(t, t, \ldots, t)$ containing $t$ entries, is known to be maximum when $t = 3$. The branching number of the resulting branching vector $(3, 3, 3)$ is $3^{n/3}$. Due to Section 3, this immediately implies that the running time of the algorithm is $O^*(3^{n/3})$. □

Theorem 3. The maximum number of minimal dominating sets in an interval graph on $n$ vertices is $3^{n/3}$.

Proof. Let $L(n)$ be the number of leaves in the search tree of the above algorithm on input $G$. As mentioned in Section 3, $\mu(G) \leq L(n)$. By the construction of the branching algorithm all branching vectors to consider are of the form $(t, t, \ldots, t)$ containing $t \geq 2$ entries and one of them can always be applied (unless $n$ is too small). For each node in the search tree, the number of leaves in the subtree
forbidden vertex can safely be deleted from \(T\). Thus every induced subgraph of a tree is a forest. A vertex of \(G\) is acyclic. Thus every induced subgraph of a tree is a forest. A vertex 

\[ a \text{ vertex of } v \text{ is acyclic.} \]

Observe that \(\mu(1) = L(1) < 3^{1/3} < 1.4423\). For the inductive step, we assume \(L(n-t) \leq 3^{(n-t)/3}\) and we need to verify that \(L(n) \leq 3^{n/3}\). Since \(t \leq 3^{t/3}\) for all positive integers, we may deduce \(L(n) \leq t \cdot L(n-t) \leq t \cdot 3^{(n-t)/3} \leq 3^n\) for all \(t \geq 2\). Hence, whatever branching vector is applied in the algorithm to \(G\), we have \(\mu(G) \leq L(n) \leq 3^{n/3}\). This completes the proof.

Combined with the abovementioned lower bound of \(3^{n/3}\) one obtains a tight bound of \(3^{n/3}\) for the maximum number of minimal dominating sets in an interval graph.

\(\square\)

5. Trees

A graph is a tree if it is connected and acyclic. A graph is a forest if it is acyclic. Thus every induced subgraph of a tree is a forest. A vertex \(v\) of a tree \(T\) is a leaf if its degree is 1, and thus it has a unique neighbor. It is well-known that every tree on \(n \geq 2\) vertices has at least two leaves. Recently Krzywowski [25] obtained lower and upper bounds for the maximum number of minimal dominating sets in trees on \(n\) vertices. He provided lower bound examples for trees having \(1.4167^n\) minimal dominating sets, and an upper bound of \(1.4656^n\). We improve the upper bound and narrow the gap between both bounds by showing that a tree on \(n\) vertices has at most \(3^{n/3} \approx 1.4423^n\) minimal dominating sets.

**Theorem 4.** There is a branching algorithm to enumerate all minimal dominating sets of a tree in time \(O^*(3^{n/3})\).

**Proof.** Like in the previous section, we prove this theorem by presenting a branching algorithm to enumerate all minimal dominating sets of a given tree \(T = (V, E)\). An input to our algorithm, which we will again also call a subproblem, is a pair \((T', D, F)\), where the forest \(T'\) is an induced subgraph of the input tree \(T\), \(D\) is a subset of \(V \setminus V(T')\) that dominates \(V \setminus V(T')\), and \(F\) is a subset of \(V(T')\). The algorithm will produce all minimal dominating sets of the original input tree \(T\) that are supersets of \(D\) but do not contain any vertex from \(F\), by adding appropriate vertices of \(V(T') \setminus F\) to \(D\). Hence, initially the algorithm is called with input \((T, \emptyset, \emptyset)\).

At each step, some vertices of \(T'\) are either added to \(D\), or discarded, which means that they are not added to \(D\) and will not be added to \(D\) at a later step. Vertices that are added to \(D\) are immediately deleted from \(T'\). Vertices that are discarded will be either deleted from \(T'\) or become forbidden, meaning that they will be added to \(F\). We say that a vertex \(v\) of \(T'\) is dominated if \(D\) contains a vertex of \(N_T[v]\), and undominated otherwise. Note that a dominated and forbidden vertex can safely be deleted from \(T'\) and \(F\). It will be clear from the
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description of the algorithm that no vertex of $V(T') \setminus F$ has a private neighbor in $V \setminus V(T')$. Hence, adding a vertex $x$ of $V(T') \setminus F$ to $D$ requires that $x$ has a private neighbor in $V(T')$.

The size of an instance $(T', D, F)$ is $|V(T') \setminus F|$, i.e., the number of vertices in $T'$ that are not forbidden. Equivalently, we can say that forbidden vertices have weight 0, while all other vertices of $T'$ have weight 1, and the size is the total weight of all vertices in $T'$. Initially none of the vertices are forbidden, and hence the size of the original input $(T, \emptyset, \emptyset)$ is $n$.

Now we describe the reduction and branching rules of the algorithm on input $(T', D, F)$. The rules of the algorithm are given in the order of preference of their application. After each rule, we will argue for its safeness. Reduction Rules 0, 1, and 2 are trivially safe.

Reduction Rule 0: If $T'$ contains a vertex $v$ that is both dominated and forbidden, then delete $v$ from $T'$ and $F$, resulting in instance $(T' - v, D, F \setminus \{v\})$.

As a consequence of Reduction Rule 0, we can assume in the rest that no vertex of $T'$ is both dominated and forbidden.

Reduction Rule 1: If $T'$ contains an isolated vertex $x$ which is not forbidden, then delete $x$ from $T'$ and $F$, resulting in instance $(T' - x, D, F)$ or $(T' - x, D \cup \{x\}, F)$. If $x$ is forbidden then the algorithm halts, i.e., no minimal dominating set containing $D$ and not intersecting $F$ is produced, since no such set exists as $x$ cannot be dominated.

As a consequence of Reduction Rule 1, we can assume in the rest that $T'$ has no isolated vertices. Our algorithm will then always branch on a vertex $x$ which is a leaf. The unique neighbor of $x$ is denoted by $y$. The neighbors of $y$ different from $x$ are denoted by $z_1, z_2, \ldots, z_t$, if any.

Reduction Rule 2: If $T'$ has a forbidden leaf $x$ whose unique neighbor $y$ in $T'$ is not forbidden, then add $y$ to $D$, and delete $x$ and $y$ from $T'$, resulting in instance $(T' - \{x, y\}, D \cup \{y\}, F \setminus \{x\})$. If both $x$ and $y$ are forbidden then the algorithm halts, i.e., no minimal dominating set containing $D$ is produced, since no such set exists.

Thus from now on we may assume that $T'$ has no forbidden leaves.

Reduction Rule 3: If $T'$ has a dominated leaf $x$ whose unique neighbor $y$ is forbidden, and $y$ has no other neighbor or all vertices in $N(y) \setminus \{x\} = \{z_1, z_2, \ldots, z_t\}$ are also forbidden, then add $x$ to $D$, and delete $x$ and $y$ from $T'$, resulting in instance $(T' - \{x, y\}, D \cup \{x\}, F \setminus \{y\})$.

To see that Reduction Rule 3 is safe, observe that this is the only way to ensure that $y$ will become dominated under the given restrictions.
Reduction Rule 4: If $T'$ has a dominated leaf $x$ whose unique neighbor $y$ in $T'$ is also dominated, then delete $x$ from $T'$, resulting in instance $(T' - \{x\}, D, F)$.

To see that Reduction Rule 4 is safe, observe that if we added $x$ to $D$ then $x$ would not have a private neighbor since $y$ is already adjacent to some other vertex of $D$. The following rule is similar to Reduction Rules 0 and 1, and it is trivially safe.

Reduction Rule 5: If $T'$ has an undominated leaf $x$ whose unique neighbor $y$ is forbidden, then add $x$ to $D$ and delete $x$ and $y$ from $T'$, resulting in instance $(T' - \{x,y\}, D \cup \{x\}, F \setminus \{y\})$.

From now on we can assume that the unique neighbor of every undominated leaf is not forbidden.

Branching Rule 0: If $x$ is an undominated leaf of $T'$ with unique neighbor $y$ and $N(y) \setminus \{x\} = \{z_1, z_2, \ldots, z_t\}$ possibly empty, then branch into two subproblems as follows:

(a) add $x$ to $D$ and delete $x$ and $y$ from $T'$, resulting in instance $(T' - \{x,y\}, D \cup \{x\}, F)$;

(b) discard $x$: delete $x$ and $y$ from $T'$ and add $y$ to $D$, resulting in instance $(T' - \{x,y\}, D \cup \{y\}, F)$.

To see that Branching Rule 0 is safe, observe that either $x$ or $y$ must be added to $D$ to ensure that $x$ is dominated. However, they cannot both be added to $D$ since then $x$ would not have a private neighbor. Since neither $x$ nor $y$ is forbidden (by Reduction Rules 2 and 5), each branch gives a reduction of 2 in the instance size, and we get a branching vector $(2, 2)$ for Branching Rule 0.

Branching Rule 1: If $x$ is a dominated leaf of $T'$ whose unique neighbor $y$ is not forbidden, and $y$ has no neighbor other than $x$ or all neighbors of $y$ are forbidden then branch into two subproblems as follows:

(a) add $x$ to $D$ and delete $x$ and $y$ from $T'$, resulting in instance $(T' - \{x,y\}, D \cup \{x\}, F)$;

(b) discard $x$: delete $x$ and $y$ from $T'$ and add $y$ to $D$, resulting in instance $(T' - \{x,y\}, D \cup \{y\}, F)$.

To see that Branching Rule 1 is safe, observe that $y$ is not dominated by Reduction Rule 4. Thus $y$ must be dominated, which can only be ensured by adding either $x$ or $y$ to $D$, since all other possible neighbors of $y$ are forbidden. If $x$ is added, $y$ cannot be added since $x$ would then not have a private neighbor. If $y$ is added then $x$ becomes forbidden and can be deleted since it is dominated. In this case $y$ is either private for itself or it might have private
neighbors among its forbidden neighbors. Since neither $x$ nor $y$ is forbidden (by Reduction Rule 3), each branch gives a reduction of 2 in the instance size, and we get a branching vector $(2,2)$ for Branching Rule 1.

**Branching Rule 2:** If $x$ is a dominated leaf of $T'$ whose unique neighbor $y$ is not forbidden and $N(y) \setminus \{x\} = \{z_1,z_2,\ldots,z_t\}$, then let $\ell$ be the number of vertices in $\{z_1,z_2,\ldots,z_t\}$ that are not forbidden. By Branching Rule 1, we know that $t \geq \ell \geq 1$. Branch into subproblems as follows:

(a) add $x$ to $D$, delete $x$ and $y$ from $T'$, and make $z_1,z_2,\ldots,z_t$ forbidden, resulting in instance $(T' - \{x,y\}, D \cup \{x\}, F \cup \{z_1,\ldots,z_t\})$.

(b) discard $x$: if $\ell \geq 2$ then simply forbid $x$, resulting in instance $(T', D, F \cup \{x\})$, otherwise, if $\ell = 1$, then let $z$ be the single vertex of $\{z_1,\ldots,z_t\}$ which is not forbidden, and branch further into the following subproblems:

(b1) discard $x$ and add $y$ to $D$: delete $N[y]$ from $T'$, resulting in instance $(T' - N[y], D \cup \{y\}, F \setminus N(y))$;

(b2) discard $x$ and discard $y$: add $z$ to $D$, resulting in instance $(T - \{x,y,z\}, D \cup \{z\}, F)$;

To see that Branching Rule 2 is safe, observe first that $y$ is undominated by our reduction rules. If we add $x$ to $D$ then $y$ must become forbidden, since otherwise $x$ would not have a private neighbor. For the same reason all other neighbors of $y$ must also become forbidden, because if any of them entered $D$ then $y$ would cease to be a private neighbor of $x$. As $y$ becomes forbidden and dominated it can be deleted. The other neighbors of $y$ are simply added to $F$ if they are not already there. This gives a reduction of $2 + \ell$ in the instance size. If $\ell \geq 2$, then the correctness of Branching Rule 2 follows, as we simply forbid $x$ if we do not add it to $D$. This gives a branching vector $(4,1)$. If $\ell = 1$, then discarding $x$ means either discarding $x$ and adding $y$, or discarding both $x$ and $y$. In the first of these two last cases, when we add $y$ to $D$, $y$ needs a private neighbor, which cannot be $x$ since $x$ is already dominated, and hence $z$ and $y$ are the only possible private neighbors of $y$ and thus $z$ becomes forbidden together with $x$. Since after this, all neighbors of $y$ are forbidden and dominated they can all be deleted, together with $y$. This gives a reduction of at least 3 in the instance size. If both $x$ and $y$ are discarded and thus forbidden, then $z$ must be added to $D$, as this is the only way to dominate $y$. Consequently, all three vertices can be deleted, as $x$ and $y$ are both dominated and forbidden and $z$ is in $D$. This again gives a reduction of 3 in the instance size. Together, the branches (a), (b1), and (b2) result in branching vector $(3,3,3)$ when $\ell = 1$.

**Branching Rule 3:** If $x$ is a dominated leaf of $T'$ whose unique neighbor $y$ is forbidden with $N(y) \setminus \{x\} = \{z_1,z_2,\ldots,z_t\}$, then let $\ell$ be the number of vertices in $\{z_1,z_2,\ldots,z_t\}$ that are not forbidden. By Reduction Rule 3, we know that $t \geq \ell \geq 1$. Let $\ell = 1$ or $\ell \geq 3$. Branch into subproblems as follows:
(a) add $x$ to $D$ and forbid $z_1, z_2, \ldots, z_t$, resulting in instance $(T' - \{x, y\}, D \cup \{x\}, (F \setminus \{y\}) \cup \{z_1, \ldots, z_t\}$;

(b) discard $x$: If $\ell \geq 3$ then simply forbid $x$, resulting in instance $(T', D, F \cup \{x\})$. If $\ell = 1$ then let $z$ be the single vertex in $\{z_1, z_2, \ldots, z_t\}$ which is not forbidden, and forbid $x$ and add $z$ to $D$, resulting in instance $(T' - \{y, z\}, D \cup \{z\}, (F \setminus \{y\}) \cup \{x\})$.

Let us argue that Branching Rule 3 is safe. If we add $x$ to $D$ then all other neighbors of $y$ must be forbidden, since if $y$ becomes dominated by one of them then $x$ will not have a private neighbor. If we do not add $x$ to $D$ then we forbid it, in which case at least one other neighbor of $y$ must be in $D$. If $\ell \geq 3$ we do not bother to identify such a neighbor of $y$, whereas when $\ell = 1$ there is only one forced choice. In every case, the vertices that are both dominated and forbidden are removed, and hence the correctness follows. If $\ell \geq 3$, we get branching vector $(4, 1)$ using branches (a) and (b). If $\ell = 1$ then we get branching vector $(2, 2)$, using branches (a) and (b).

Now while we can apply any of the Reduction Rules 0-5 or Branching Rules 0-3 we apply it. If none of them can be applied then each leaf $x$ of $T'$ is dominated, its unique neighbor $y$ is forbidden and $N(y) \setminus \{x\}$ contains exactly two non forbidden vertices, and then we can apply Branching Rule 4 below.

**Branching Rule 4:** All leaves of $T'$ are dominated and for each leaf $x$ its unique neighbor $y$ is forbidden and $N(y) \setminus \{x\}$ contains exactly two non forbidden vertices. Let $x_0$ be any leaf of $T'$ and let $y_0$ be its unique neighbor. Now let $x$ be a vertex of $T'$ such that it has maximum distance to $y_0$ in $T'$. This implies that $x$ is a leaf of $T'$, is dominated and its unique neighbor $y$ is forbidden. Moreover, $N(y) \setminus \{x\}$ contains precisely two non forbidden vertices, say $z'$ and $z''$. Notice that at least one of $\{z', z''\}$, say $z'$, is also a leaf of $T'$. Branch into subproblems as follows:

(a) add $x$ to $D$ and forbid $z', z''$, resulting in instance $(T' - \{x, y\}, D \cup \{x\}, (F \setminus \{y\}) \cup \{z', z''\}$);

(b) add $z'$ to $D$ and forbid $x$, $z''$, resulting in instance $(T' - \{z', y\}, D \cup \{z'\}, (F \setminus \{y\}) \cup \{x, z''\}$);

(c) add $z''$ to $D$ and forbid $x, z'$, resulting in instance $(T' - \{z'', y\}, D \cup \{z''\}, (F \setminus \{y\}) \cup \{x, z'\}$);

Let us argue that Branching Rule 4 is safe. Note that $y$ is undominated by our reduction rules, and hence a neighbor of $y$ must be added to $D$. Moreover, all the neighbors of $y$ except $x, z'$ and $z''$ are forbidden, and $z'$ and $x$ are already dominated. On the other hand, whenever two non forbidden neighbors of $y$ are added to $D$ then one of them is a dominated leaf and therefore would not have a private neighbor. Thus there are three possibilities to branch and in each one we add one of the three non forbidden neighbors of $y$ to $D$, and forbid the
two others. In each case we remove the added vertex to \( D \) and remove also \( y \) that is dominated and forbidden, and since the vertices \( x, z' \) and \( z'' \) were not forbidden, we have a reduction of 3 in the instance size. Together, the branches (a), (b), and (c) result in branching vector \((3,3,3)\).

We have taken care of all the possibilities, and we can conclude that the algorithm is correct. For the upper bound on the running time and the maximum number of minimal dominating sets, observe first that every reduction rule reduces the size of an instance by at least 1. For the branching rules, let us study the branching vectors we have obtained and their branching numbers:

- \((2,2)\) \(\approx 1.4143\).
- \((4,1)\) \(\approx 1.3803\).
- \((3,3,3)\) \(\approx 1.4423\).

The largest branching number is the one of \((3,3,3)\) which is exactly \(3^{1/3}\) and thus the running time of the branching algorithm is \(O^*(3^{n/3})\). \(\square\)

The proof of the following theorem is similar to the one of Theorem 3. We also point that the upper bound holds for forests as well.

**Theorem 5.** The maximum number of minimal dominating sets in a forest on \( n \) vertices is at most \(3^{n/3}\).

**Proof.** First, we claim that \(\mu(T) \leq 3^{n/3}\) for any tree \( T \) on \( n \) vertices. Let \( L(n) \) be the number of leaves in the search tree of the above algorithm on input \( T \). By the construction of the branching algorithm the only branching vectors to consider are \((2,2)\), \((3,3,3)\) and \((4,1)\). Since \( L(n) \) is non-decreasing it is clear that \( L(n) \leq 2 \cdot L(n-2) \), \( L(n) \leq 3 \cdot L(n-3) \) or \( L(n) \leq L(n-4) + L(n-1) \) depending which rule and branching vector is applied to \( T \) (unless \( T \) is small).

We prove by induction on \( n \) that \( L(n) \leq 3^{n/3} \). Observe that \(\mu(1) = L(1) < 3^{1/3} < 1.4423\). For the inductive step, we assume \( L(n-t) \leq 3^{(n-t)/3} \) for all \( t \). We need to consider our three branching vectors. For \((2,2)\), we have \( L(n) \leq 2 \cdot L(n-2) \leq 2 \cdot 3^{(n-2)/3} \leq 3^{n/3} \) since \( 2 < 3^{2/3} \). For \((3,3,3)\), we have \( L(n) \leq 3 \cdot L(n-3) \leq 3 \cdot 3^{(n-3)/3} \leq 3^{n/3} \). Finally for \((4,1)\), we have \( L(n) \leq L(n-4) + L(n-1) \leq 3^{(n-4)/3} + 3^{(n-1)/3} \leq 4 \cdot 3^{(n-4)/3} \) since \( 4 < 3^{4/3} \approx 4.3267 \). This proves the claim for trees.

To see that the claim holds for forests, it is sufficient to recall that if \( T \) is a forest with the components \( T_1, \ldots, T_k \), then \(\mu(T) = \mu(T_1) \cdot \ldots \cdot \mu(T_k)\). \(\square\)

**6. Conclusions**

We presented new upper bounds for the number of minimal dominating sets in interval graphs and trees. The new bound for interval graphs is tight. It also improves the upper bound \(1.4656^n\) for proper interval graphs, given in [3], to the tight bound \(3^{n/3}\). Very recently and independently of our work Couturier et al. also obtained the tight bound for interval graphs [5]. The new bound for trees narrows the gap between lower and upper bound, however we conjecture that improvements of the upper bound and lower bound are still possible. By
combining the results in this paper with the results in [3, 5] when looking at the classes of the original paper by Couturier et al. [3], by now tight bounds have been found for all of them, except for chordal graphs.

Unfortunately, no progress has been made on the general case. The maximum number of minimal dominating sets in a general graph on $n$ vertices is still unknown. It is conjectured that $15^{n/6}$, the best known lower bound, is indeed the correct answer [10]. The results presented in this paper and in various predecessors [3, 5, 25] show that a counterexample to this conjecture cannot belong to any of the studied graph classes, with the exception of chordal graphs.

A related question that has generated a substantial amount of research is whether all minimal dominating sets in a graph can be enumerated in output-polynomial time, that is, by an algorithm whose running time is polynomial in the actual number of the minimal dominating sets of the input graph [16, 20, 21]. The major goal of the construction and analysis of enumeration algorithms in this field of research are polynomial delay enumeration algorithms. Recently Kanté et al. [23] presented algorithms to enumerate all minimal dominating sets of interval and permutation graphs with linear delay, and gave in [24] an algorithm that enumerates minimal dominating sets in line graphs with polynomial delay. Since the algorithms in [23, 24] used deeply the structural properties of the studied graph classes and our tight upper bound for interval graphs were based on their work, can we use similarly their works on permutation and line graphs to narrow the gaps between lower and upper bounds in permutation and line graphs? It is worth emphasizing that structural properties of the studied graph classes were crucial for the significant progress made in the last years.

An important graph class that is not studied in the two communities is the class of bipartite graphs, which can shed light to the general case. Indeed, the known lower bound on the maximum number of minimal dominating sets in a bipartite graph is $6^{n/4} \approx 1.5650^n$, which is the number of such sets in the disjoint union of $n/4$ cycles of length 4. Is there an upper bound for bipartite graphs which is better than $1.7159^n$?
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