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Thanks also to the program of F.P.U. (Formación del Profesorado Universitario) grants

of the Spanish Government, and the Marie Curie Training Site (FASTSEC) in Bergen, for

financial support during my PhD.

1



Abstract

Generalisations of the bent property of a Boolean function are presented, by proposing

spectral analysis of the Boolean function with respect to a well-chosen set of local unitary

transforms. Quadratic Boolean functions are related to simple graphs and it is shown that

the orbit generated by some graph transforms can be found within the spectra of certain

unitary transform sets. The flat spectra of a quadratic Boolean function with respect

to those transforms are related to modified versions of its associated adjacency matrix.

The flat spectra of concrete recursive structures are found using this method. We derive a

spectral interpretation of the interlace polynomials (in one or two variables) of a graph and

we relate to one of them a quantum measure of entanglement of the associated quantum

state. We characterise the values of the spectra of a quadratic Boolean function. We give

a formula for the weight hierarchy for a binary linear code in terms of a modified interlace

polynomial. We derive as well a spectral interpretation of the pivot operation on a graph

and generalise this operation to hypergraphs. We enumerate the number of inequivalent

pivot orbits for small numbers of vertices. We also construct a family of Boolean functions

of degree higher than two with a large number of flat spectra with respect to the {I,H}n

set of transforms, and compute a lower bound on this number. We show how to change

the degree of a Boolean function via pivot operation. Finally, we give concrete formulae

for the spectra of a wide range of vectors with respect to well-chosen transforms sets.
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Chapter 1

Introduction

There are many equivalences between subjects laying in different fields, and it is always

interesting to connect and exploit them. This thesis deals with objects belonging to

different areas of research, such as Boolean functions, cryptography, graphs, classical and

quantum error-correcting codes, quantum information theory and linear algebra, and their

connections. While some of these relationships are known, others will be established for the

first time in this thesis. The main idea behind our work is to explicitly state relationships

between objects so that we can make use of techniques in the associated fields.

The areas discussed in this thesis have received a lot of attention recently. Boolean func-

tions, for instance, are of great interest to cryptographers, since they can be used, among

other purposes, to add non-linearity to systems based on stream ciphers, or to analyse and

construct S-boxes in block ciphers. For stream cipher-based systems a high degree Boolean

function is usual, but for other systems like HFE [70] the functions used are quadratic.

Recently, so-called generalised Boolean functions have been employed for wireless com-

munication, concretely for OFDM (Orthogonal Frequency Division Multiplexing)[22, 23]

systems.

Recent applications of graph theory are for instance DNA sequencing by hybridization

[3, 2], and the distributed networks in wireless communication. As we shall see, there is

a close relationship between non-directed simple graphs and quadratic Boolean functions.

In the same way, hypergraphs can be constructed from Boolean functions of degree higher

than two. Non-directed simple graphs are used as well to define a certain type of quantum
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state, namely graph states[93], of great relevance for the construction of quantum error-

correcting codes (QECCs). Some graph operations such as Local Complementation play

an important role in the study of local equivalence of pure quantum states.

In modern communication, error-correcting codes play a very important role. Nowa-

days more than ever, information must be both fast and reliable, so one must guarantee

that communications systems can detect and correct as many errors as possible. In this

thesis, we shall deal mainly with binary linear error-correcting codes, though as can be

seen in the interpretation of graph states (see chapter 10) the objects presented here are

also directly related with GF(4) additive error-correcting codes. One important concept

for the study of binary linear codes is the weight hierarchy for a binary linear code, and

we shall see how it can be computed from the study of the graph associated to the code.

There has recently been a lot of interest in quantum information theory (QIT) and

concretely in quantum computing, especially since the discovery of Shor’s algorithm [85],

which can factor an integer in polynomial time, and thus, in theory, break the RSA

cryptographic system. For the time being, practical quantum computers have not yet

been built, but the construction of quantum error-correcting codes is already an active

area of research in the field. The classification of such codes is of great importance, and

the study of the graphs associated to them can yield such a classifying method (see for

instance [27]).

Turning now to the last subject, linear algebra is a classical area of research, and is

mainly used here as a tool. As we point out here, talking about a non-directed simple

graph is the same as talking about a symmetric binary matrix, the adjacency matrix of

the graph. In this thesis, we shall relate a modification of this matrix with some graph

invariants, such as the interlace polynomials [2, 1, 5], as well as with spectral properties of

the quadratic Boolean function associated to the graph. This modification of the adjacency

matrix will depend on a set of transforms, the set {I,H,N}n (definition 2.1).

As we shall show, the values of the autocorrelation of the associated Boolean function

with respect to {I,H,N}n will be highly related to the corank of the modified adjacency

matrix of the graph.

We shall work mainly with the following equivalent interpretations of a quadratic

Boolean function, p(x) : GF(2)n → GF(2), in n variables:
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• Algebraic Normal Form (ANF): p(x) =
∑

0≤i<j≤n−1

aijxixj , with aij ∈ {0, 1}.

• Graph: Define G as:

– Vertices: {0, · · · , n− 1}

– Edges: There is an edge between i and j iff aij = 1

• Matrix: The adjacency matrix Γ of G is defined as:

– Γ(i, j) = Γ(j, i) = aij , i < j, Γ(i, i) = 0

• Generator matrix for a GF(4)-additive code:

– M(i, j) = M(j, i) = aij , i < j, M(i, i) = ω, where ω ∈ GF(4)= {0, 1, ω, ω̄}

• The variables x0, . . . , xn−1 can be seen as n qubits, whose state is fully entangled

if the graph G is connected. From M , we can get an additive Quantum Error

Correcting Code (QECC), by taking the GF(2)-linear combinations of the rows.

The equivalences between these objects are developed in the thesis. As a preface, we

now offer some background on the different areas involved:

Remark: Definitions of most of the terms used here can be found in chapter 2.

1.1 The Cryptographic Context

It is often desirable that a Boolean function, p, used for cryptographic applications, is

highly nonlinear, where nonlinearity is determined by examining the spectrum of p with

respect to (w.r.t.) the Walsh Hadamard Transform (WHT), and where the nonlinearity

is maximised for those functions that minimise the magnitude of the spectral coefficients.

To be precise, define the Boolean function of n variables p : GF(2)n → GF(2), and the

WHT by the 2n × 2n unitary matrix U = H ⊗H . . . ⊗H =
⊗n−1

i=0 H, where the Walsh-

Hadamard kernel H = 1√
2

(
1 1

1 −1

)
, ’
⊗

’ indicates the tensor product of matrices, and

unitary means that UU † = In, where ’†’ means transpose-conjugate and In is the 2n × 2n

identity matrix. We further define a length 2n vector, the bipolar vector of the function,

as s = (s0...00, s0...01, s0...11, . . . , s1...11) such that si = (−1)p(i), where i ∈ GF(2)n. Then
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the Walsh-Hadamard spectrum of p is given by the matrix-vector product P = Us, where

P is a vector of 2n real spectral coefficients, Pk, where k ∈ GF(2)n.

The spectral coefficient, Pk, with maximum magnitude tells us the minimum (Ham-

ming) distance, d, of p to the set of affine Boolean functions, where d = 2n−1 − 2
n−2

2 |Pk|.

By Parseval’s Theorem, the extremal case occurs when all Pk have equal magnitude, in

which case p is said to have a flat WHT spectra, and is referred to as bent. If p is bent,

then it is as far away as it can be from the affine functions [57], which is a desirable

cryptographic design goal. It is an open problem to classify all bent Boolean functions,

although many results are known [32, 53, 21, 34].

Functions with a flat WHT spectrum are crucial in the design of cryptosystems to

avoid linear cryptanalysis. This type of attack was first devised by Matsui and Yamagishi

[55] in an attack on FEAL, and extended by Matsui [54] to attack DES. It is a known

plaintext/ciphertext attack, meaning that the attacker must be able to obtain encrypted

ciphertexts for some set of plaintexts of his choosing. The idea as conceived by Matsui

is based on finding affine approximations to the action of a cipher, and attempting to

recover key bits by approximating core rounds of the block cipher by a series of binary

linear expressions, and then concatenating these linear approximations. The block cipher

to be approximated is parameterised by a secret key which is typically added into the

cipher by means of XOR. If this is the case, then the binary linear approximation to the

block cipher core is key-invariant to within a global constant1. If the spectrum w.r.t.

WHT is not flat, the probability that the approximation is correct will be biased (that is,
1
2 ± ε), and then, given sufficient pairs of plaintext and corresponding ciphertext, bits of

information about the key can be obtained. Increased amounts of data will usually give a

higher probability of success. Attacks using linear cryptanalysis have been developed for

block ciphers and stream ciphers.

There have been a variety of enhancements and improvements to the basic attack.

Langford and Hellman [52] introduced an attack called differential-linear cryptanalysis,

combining elements of differential cryptanalysis (see below) with those of linear crypt-

analysis. Also, Kaliski and Robshaw [48] showed that a linear cryptanalytic attack using
1If some subsets of the key bits are not added using XOR, then this subset is often taken to be fixed,

so that a complete linear approximation can be established that holds for a subset of all possible key

configurations.
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multiple approximations might allow for a reduction in the amount of data required for

a successful attack. Other issues such as protecting ciphers against linear cryptanalysis

have been considered by Nyberg [61], Knudsen [50], and O’Conner [63].

The autocorrelation of the function w.r.t. the WHT is used for differential cryptanal-

ysis. This is a type of attack applicable primarily to iterative block ciphers, but also to

stream ciphers and cryptographic hash functions. The technique of differential cryptanal-

ysis was first introduced by Murphy [59] in an attack on FEAL-4, but was later improved

and perfected by Biham and Shamir [11, 12] who used it to attack DES. Differential crypt-

analysis is basically a chosen plaintext attack (there are, however, extensions that would

allow a known plaintext or even a ciphertext-only attack) and relies on an analysis of the

evolution of the differences between two related plaintexts as they are encrypted under

the same key. By careful analysis of the available data, probabilities can be assigned to

each of the possible keys and eventually the most probable key is identified as the correct

one.

Differential cryptanalysis has been used against a great many ciphers with varying

degrees of success. In attacks against DES, its effectiveness is limited by what was very

careful design of the S-boxes during the design of DES [24]. Studies on protecting ciphers

against differential cryptanalysis have been conducted by Nyberg and Knudsen [62] as

well as Lai, Massey and Murphy [51]. Differential cryptanalysis has also been useful in

attacking other cryptographic algorithms such as hash functions, as shown by Wang and

Yu [95].

The analysis of spectra w.r.t. {I,H,N}n tells us more about p(x) than is provided by

the spectrum w.r.t. the WHT; for instance, the analysis of the spectra w.r.t. {I,H}n is

related to a probabilistic version of the so-called algebraic immunity [56], as it identifies

the linear or affine approximations to a Boolean function after fixing some of the variables

(that is, taking xi = 0 or 1 for some i). More generally, {I,H,N}n can improve linear

cryptanalysis by identifying relatively high generalised linear biases for p as proposed by

Parker [69, 28], using not only binary linear approximations but linear approximations

over any weighted alphabet. In [28], Danielsen, Gulliver and Parker propose a generalised

differential cryptanalysis based on the set {I,H,N}n. In particular, for a block cipher it

models attack scenarios where one has full read/write access to a subset of plaintext bits
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and access to all ciphertext bits, using as in [69] not only binary linear approximations

but approximations over more general alphabets (see [28] for more details).

In chapter 3, our aim is to introduce new generalised bent criteria. In chapter 4, we

enumerate the flat spectra w.r.t. {I,H,N}n and its subsets of some structures such as

the line, the clique and the clique-line-clique.

Remark: A row of U0 ⊗ U1 ⊗ . . .⊗ Un−1 for Ui a 2× 2 unitary matrix can always be

written as u = (a0, b0) ⊗ (a1, b1) ⊗ . . . ⊗ (an−1, bn−1), where ai, bi are complex numbers.

For α an rth complex root of 1, we can approximate an unnormalised version of u by u '

m(x)αp(x), for some appropriate choice of integers s and r, where m : GF(2)n → GF(s),

p : GF(2)n → GF(r), and x ∈ GF(2)n, such that the jth element of u, uj = m(j)αp(j),

where j ∈ GF(2)n and uj is interpreted as a complex number.

Definition 1 [67] In the context above, when u is fully-factorised using the tensor product,

then m and p are affine functions and we say that u represents a generalised affine function.

We are trying to answer the question: which Boolean functions are as far away as

possible from the set of generalised affine functions as defined by the rows of {I,H,N}n?

1.2 The Quantum Context

In chapter 2, we give an introduction to some concepts in quantum mechanics and quan-

tum information theory, used in this thesis. We refer for definitions to this chapter. We

are specially interested in the concept of quantum entanglement (see definition 2.9). In-

tuitively, it is a quantum mechanical phenomenon in which the quantum states of two or

more objects have to be described with reference to each other, even though the individual

objects may be spatially separated. This leads to correlations between observable physical

properties of the systems. For a formal definition, see definition 2.9.

Quantum entanglement of qubits is the basis for emerging technologies such as quan-

tum computing and quantum cryptography. For instance, in the so-called one-way quantum

computer [73], quantum algorithms are implemented by performing single qubits measure-

ments on a highly entangled stabilizer state (for a description of stabilizer states, see for

instance [93]).
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In quantum cryptography, the process of sending and storing information is always

carried out by physical means, for example photons in optical fibres or electrons in electric

current. Eavesdropping can be viewed as measurements on a physical object—in this case

the carrier of the information. Using quantum phenomena such as quantum superposition

(definition 2.8) or quantum entanglement (definition 2.9) one can design and implement a

communication system which can always detect eavesdropping. This is because measure-

ments on the quantum carrier of information disturb it and so leave traces.

Entanglement of qubits has also been used in quantum teleportation (see [8, 18] for the

teleportation of a single qubit, or [79] for the teleportation of N qubits).

As in classical communication, an important element in quantum information theory

is the correction of errors. While classical error-correction employs redundancy, this is

not possible with quantum information, for, as stated by the no-cloning theorem, the

information cannot be copied:

Theorem 1 [101] There is no quantum operation that takes |φ〉 to |φ〉 ⊗ |φ〉, where |φ〉 is

any quantum state.

However, as proven by Peter Shor, the information of one qubit can be spread onto

several physical qubits by using a Quantum Error-Correcting Code (QECC) (see definition

2.18) [40, 19]. Now, if noise or decoherence (interaction with the environment) corrupts

one qubit, the information is not lost.

The choice of I, H, and N , is motivated by their relevance to the set of equivalent

Quantum Error-Correcting Codes (QECCs) of the stabilizer type (definition 2.20). This

is because I, H, and N are generators of the Local Clifford Group [19, 49] (see definition

2.21), that stabilizes the group of Pauli matrices on one qubit (see definitions 2.19 and

2.13).This group, in turn, forms a basis for the set of local errors that act on the quantum

code. This stabilizing property of the Local Clifford Group allows one error of the Pauli

Group to be ’swapped’ with another, whilst leaving invariant the weight distribution of

the stabilizer code. In other words the action of the Local Clifford Group generates the

fundamental symmetries of the stabilizer code. It follows that all states that occur as

spectra w.r.t. {I,H,N}n represent stabilizer states which are equally robust to quantum

errors from the Pauli set.
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To evaluate the quantum entanglement of a pure n-qubit state (see definition 2.10) one

should really examine the spectra w.r.t. the infinite set of n-fold tensor products of all

2 × 2 unitary matrices [67]. Those states which minimise all spectral magnitudes w.r.t.

this infinite transform set are as far away as possible from all generalised affine functions

and can be considered to be highly entangled as the probability of observing (measuring)

any specific qubit configuration is as small as possible, in any local measurement basis.

However it is computationally intractable to evaluate, to any reasonable approximation,

this continuous local unitary spectrum beyond about n = 4 qubits (although approximate

results up to n = 6 are given in [67]). Therefore we choose, in chapter 3, a well-spaced

subset of spectral points, as computed by the set of {I,H,N}n transforms, from which to

ascertain approximate entanglement measures. Complete spectra for such a transform set

can be computed up to about n = 10 qubits using a standard desk-top computer, although

partial results for higher n are possible if the n-qubit quantum state is represented by, say,

a quadratic Boolean function over n variables: let p be a Boolean function of n variables

such that s = (−1)p(i), where i ∈ GF(2)n. We say that s represents the pure quantum

state of n qubits such that a joint measurement of s in the computational basis (that

is, the basis implied by the vector s) evaluates to i with probability 2−n|(−1)p=i|2. We

sometimes say that p represents the same quantum state, where the meaning will be clear

from the context. It has been shown by Van der Nest in Proposition 2.14 of [93] that

all graph states (definition 2.22) are equivalent under local unitaries to quadratic forms

expressed as (−1)p, where p is a Boolean function. We further show (see chapter 10) that

no graph state is equivalent to a state (−1)p if the algebraic degree of p is other than 2.

Papers in the physics literature have recently proposed a measure of entanglement for

the pure multipartite state, s, which measures distance of s to the nearest product state

(definition 2.9) over the infinite set of product states [7, 9, 96, 97, 98]. It is called, by some

authors, the geometric measure and has been shown to be an entanglement monotone [96].

It has been extended by [7, 96, 97, 98] to a measure of entanglement for mixed states

(definition 2.10). An entanglement measure for pure multipartite states was proposed in

[67] called PARl and, in logarithmic form, linear entanglement. The PARl is, essentially,

the geometric measure, although [67] did not prove that the measure is also an entangle-

ment monotone. PARl is the maximum Peak-to-Average Power Ratio (PAR) (definition
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2.1) over the output spectra of s w.r.t. the infinite set of local unitary transforms. In

contrast, the geometric measure is defined in [98] to be 1 − Λ2
max, where Λmax is called

the entanglement eigenvalue, and is the cosine of the angle between the state s and any

closest separable (i.e. product) state. It is clear by comparing equation (8) of [98] and

Definition 10 of [67] that 2nΛ2
max = PARl. [98] also provides a logarithmic form of the

geometric measure, namely Elog2
= − log2(Λ2

max), which is precisely the same as the lin-

ear entanglement of [67] which was defined as n− log2(PARl). As shown in [98], Elog2
acts

as a lower bound on relative entropy (w.r.t. separable states), both for pure and mixed

multipartite states and, in some cases, this bound is exact. [67, 27] have shown that, for

states represented by Boolean functions, (i.e. graph states), whose associated multipartite

graph is bipartite, the PARl and associated linear entanglement can be computed exactly

by using just tensor products of I and H. Similar techniques have been used in [45] but

this time w.r.t. a multipartite version of the Schmidt measure.

In this thesis, we do not examine the PARl which, in general, appears to be compu-

tationally intractable. Instead we examine spectra w.r.t. just tensor products of I, H,

and N . In the first part of the thesis (chapters 3 and 4), we do not consider the PAR but

instead simply count the number of spectra which are flat, taken over all transforms of

s w.r.t. {I,H,N}n. Such a measure is not an entanglement monotone but we call it an

entanglement criteria for a pure quantum state in the same way that cryptographers refer

to cryptographic criteria for Boolean functions. Entanglement criteria give an indication of

the amount of entanglement of a state, but other criteria should also be taken into account

when assessing entanglement. As is shown in chapter 4, the number of flat spectra w.r.t.

{I,H,N}n for pure states of the form s = (−1)p is strongly dependent on the degree of p,

with the enumeration maximised if deg(p) = 2. Chapter 4 also shows experimentally that,

for graph states, those states which represent QECCs with highest distance also have the

most number of flat spectra w.r.t. {I,H,N}n. Therefore, as experimental results suggest

that distance is optimised for those graph states with lowest PARl [27], then the number

of flat spectra w.r.t. {I,H,N}n can be considered to be an entanglement criteria but not

an entanglement measure.
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1.3 The Graphical Context

Structures that can be represented as graphs are ubiquitous, and many problems of prac-

tical interest can be represented by graphs. For instance, as we stated before, quadratic

Boolean functions can be represented by graphs, and some of their spectral properties can

be computed in graph terms. One of the first results in graph theory appeared in Leonhard

Euler’s paper on Seven Bridges of Königsberg, published in 1736. Here we present some

problems in graph theory that are strongly related to the content of this thesis.

We offer a brief introduction of graph theory in chapter 2, section 2.3.

Definition 2 The clique function or complete graph is defined as the graph in which an

edge connects every pair of vertices.

Definition 3 Given a graph G, an independent set (IS) is a subset of its vertices that are

pairwise not adjacent.

The k-clique problem is the problem of determining, given a graph G and an integer

k, whether G contains a clique of at least a given size k. The k-independent set problem

is the problem of finding an independent set of size at least k. These two problems are

equivalent, because there is a clique of size at least k if and only if there is an independent

set of size at least k in the complement graph. Both problems are NP-complete.

The corresponding optimization problem to the clique problem is the maximum clique

problem, that is the problem of finding the largest clique in a graph. Equivalent to this

problem, the independent set problem is the problem of determining the largest indepen-

dent set in a graph.

Definition 4 [71] The Ramsey number, r = R(m,n), is the number such that all simple

undirected graphs on at least r vertices will have either an independent set of size m or a

clique of size n.

The Ramsey number is also highly related to the independent set problem, where we

now consider not only a single graph, but the whole orbit of the graph under a graph

operation. This is of significant relevance to the subject of this thesis (see chapters 3 and

5):
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Definition 5 Define the action of Local Complementation (LC) [16, 15] (or vertex-

neighbour-complement (VNC) [37]) on a graph G at vertex v, LCv, as the graph transfor-

mation obtained by replacing the subgraph defined by restricting the set of vertices to Nv,

G[Nv], by its complement; that is, the graph transformation obtained by complementing

the relationships between the vertices in Nv (the neighbourhood of v).

Let Λn be the minimum value of λ over all LC orbits of graphs on n vertices, λ being

the size of the largest independent set in the corresponding LC orbit of graphs. Then:

Lemma 1 [30] If r is the Ramsey number R(k, k + 1), then Λn ≥ k for n ≥ r.

A vertex covering for a graph G is a set of vertices V so that every edge of G is adjacent

to at least one vertex in V . The vertex cover problem is the problem of finding the smallest

vertex covering and is NP-complete. This problem is strongly related to the independent

set problem, because for any graph G := (V,E), the size of the smallest vertex covering

plus the size of the maximum independent set equals the size of V [36].

Graphs have an important application in quantum mechanics, as a certain significant

type of quantum state can be described by a simple graph (see chapter 10). The graphical

description of certain pure quantum states was investigated by Parker and Rijmen [67].

They proposed partial entanglement measures for such states and made observations about

a Local Unitary (LU) Equivalence between graphs describing the states w.r.t. the tensor

product of 2 × 2 local unitary transforms. These graphs were interpreted as quadratic

Boolean functions and it was noted that bipartite quadratic functions are LU-equivalent

to indicators for binary linear error-correcting codes. It was further observed that physical

quantum graph arrays were already under investigation in the guise of cluster states, by

Raussendorf and Briegel [72, 13]. These clusters form the ’substrate’ for measurement-

driven quantum computation.

Measurement-driven quantum computation on a quantum factor graph2 has been dis-

cussed by Parker [66]. Independent work by Schlingemann and Werner [82], Glynn [37, 38],

and by Grassl, Klappenecker, and Rotteler [41] proposed to describe stabilizer Quantum
2A factor graph is the diagram showing how a function of several variables can be factored into a

product of ”smaller” functions in less variables.
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Error-Correcting Codes (QECCs) (definition 2.20) using graphs and, for QECCs of dimen-

sion zero, the associated graphs can be referred to as graph states (see definition 2.22). The

graph states are equivalent to the graphs described by [67] and therefore have a natural

representation using quadratic Boolean functions (see [93]).

In reference [67] it was observed that the complete graph, the star graph, and gener-

alised GHZ (short for Greenberger-Horne-Zeilinger) states are all LU-equivalent. It turns

out [93] that LU-equivalence for graph states can be characterised, graphically, via the

Vertex-Neighbour-Complement (VNC) transformation, which was defined by Glynn, in

the context of QECCs (definition 4.2 in [37]), and also, independently, by Hein, Eisert and

Briegel [45], and also by Van Den Nest and De Moor under the name of Local Clifford

operation [94, 93]. VNC is another name for Local Complementation (LC), as investigated

by Bouchet [14, 15, 16] in the context of isotropic systems. By applying LC to a graph G

we obtain a graph G′, in which case we say that G and G′ are LC-equivalent. Moreover,

the set of all LC-equivalent graphs form an LC-orbit. LC-equivalence translates into the

natural equivalence between GF(4) additive codes that keeps the weight distribution of

the code invariant [19]. There has been recent renewed interest in Bouchet’s work moti-

vated, in part, by the application of interlace polynomials (see chapters 5 and 6) to the

reconstruction of DNA strings [3, 2]. In particular, various interlace polynomials have

been defined [2, 1, 4, 5] which mirror some of the quadratic results of chapter 4.

1.4 The Coding Theory Context

In this section, we give a summary of binary linear codes, one of the topics related to the

thesis.

The aim of coding theory is the reliable transmission of information across noisy chan-

nels. Shannon [83] was the first to formulate information theory mathematically. Ideally,

one wishes to find codes which transmit quickly, contain many valid codewords and can

correct or at least detect many errors. However, these aims are mutually exclusive, so

different codes are optimal for different applications, depending mainly on the probability

of errors happening during transmission. An error-correcting code is an algorithm for ex-

pressing a sequence of numbers such that any errors (within certain limitations) produced

during transmission can be detected and corrected based on the information received.
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The motivation behind creating (binary) linear codes is to allow for syndrome decoding,

minimum distance decoding using a reduced (because of the linearity of the code) lookup

table.

Definition 6 A [n, k] binary linear code, n ≥ 1, 1 ≤ k ≤ n, is a linear subspace C with

dimension k of the vector space Fn
2 . The elements of C are known as codewords, n is

called the length of the code and k its rank.

Taking a base over Fn
2 (usually, the canonical base ei = (0, . . . , 0, 1, 0, . . . , 0), where the

1 is on the ith position), C can be expressed by means of its generator matrix, G, a binary

k × n matrix defined by the property that c ∈ C iff c is a linear combination of the rows

of G.

Definition 7 The dual code of a [n, k] linear code C is the [n, n− k] linear code defined

by

C⊥ = {x ∈ Fn
2 : 〈x, c〉 = 0 ∀ c ∈ C} .

It can be shown that each bipartite graph with k variables on one side and n − k on

the other is related to a binary [n, k] linear code, C, via a simple transform from the set

of {I,H}n transforms [67]. Likewise, the dual [n, n − k] code, C⊥, can also be obtained

from the same graph via another transform from the set of {I,H}n transforms (see section

10.8). Viceversa, from any binary linear code we can define a bipartite graph.

One can also show that C and C⊥ are invariant under pivot of the associated bipartite

graph, where pivot is a graphical operation, as defined in definition 5.12. Consequently,

such a graph remains bipartite under pivot, as stated in Lemma 7.3. It is therefore of

interest to enumerate the number of pivot orbits of bipartite graphs, in order to get a

classification of binary linear codes. In chapter 7, we give an enumeration of all pivot

orbits of unlabelled and labelled connected bipartite graphs for some values of n (see table

7.1). A list of bipartite pivot orbit representatives for unlabelled and labelled connected

graphs is available at http://www.ii.uib.no/∼matthew/bipivotorbits/files.html.
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1.5 Outline of the thesis

In chapter 3, we extend the concept of a bent Boolean function to some Generalised Bent

Criteria for a Boolean function, where we now require that p has flat spectra w.r.t. one

or more transforms from a specified set of unitary transforms. The set of transforms

we choose is not arbitrary but is motivated by the choice of unitary transforms that are

typically used to action a local basis change for a pure n-qubit quantum state. Then, we

shall apply such transforms to an n-variable Boolean function, and examine the resultant

spectra accordingly. In particular we shall apply all possible transforms formed from n-

fold tensor products of the 2 × 2 identity matrix I, the Walsh-Hadamard kernel, H, and

the Negahadamard kernel N [64], where

H =
1√
2

 1 1

1 −1

 , N =
1√
2

 1 i

1 −i

 ,

with i2 = −1. We refer to this set of transforms as the {I,H,N}n transform set. That

is, the set {I,H,N}n consists of all transforms U =
∏

j∈RI
Ij
∏

j∈RH
Hj
∏

j∈RN
Nj , where

the sets RI,RH and RN partition {0, . . . , n − 1}, and Hj , say, stands for the transform

I ⊗ . . . ⊗ I ⊗H ⊗ I ⊗ . . . ⊗ I, with H in the jth position. There are 3n such transforms

which act on a Boolean function of n variables to produce 3n spectra, each spectrum of

which comprises 2n spectral elements (complex numbers). By contrast, the WHT can be

described as {H}n, which is a transform set of size one, where the single resultant output

spectrum comprises just 2n spectral elements.

One of the main aims of chapter 3 is to provide a technique to study the number of flat

spectra of a function w.r.t. {I,H,N}n, or in other words the number of unitary transforms

U ∈ {I,H,N}n such that PU = (PU,k) ∈ C2n
has |PU,k| = 1 ∀ k ∈ GF(2)n, where

PU,k = U 2−n/2(−1)p(x) = (
∏

j∈RI

Ij
∏

j∈RH

Hj

∏
j∈RN

Nj)2−n/2(−1)p(x) . (1.1)

Chapter 4 can be regarded as the application of the above-mentioned technique to some

concrete recursive graph structures, such as the line or the clique, and to a new structure,

the clique-line-clique, defined from the two previous graphs, and that in general inherits

from them good qualities, inherent to those structures with respect to some specific subsets

of {I,H,N}n, and that avoids the less positive behaviour that they show with respect to
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the total of {I,H,N}n. We summarize the results for this chapter in the appendix of the

chapter (section 4.6).

Chapter 5 exploits further the connection between graph structures and Boolean func-

tions, relating some objects derived from the structure of a graph, the interlace polyno-

mials ( see [2, 4] and [1]) to the spectra of a quadratic Boolean function with respect to

{I,H,N}n. With this purpose in mind, we give a new and equivalent definition of the

different interlace polynomials that are based on the linear algebra techniques used in

chapters 3 and 4 to compute the number of flat spectra with respect to some subsets of

{I,H,N}n.

We prove as well that, if p(x) is a quadratic Boolean function, its power spectrum with

respect to any transform in {I,H,N}n is either flat (one-valued) or two-valued, and when

it is two-valued one of these values is 0 and the other one can be computed explicitly from

the modified adjacency matrix proposed in chapter 3. This allows us to derive a formula for

computing the Clifford Merit Factor (CMF) and the Multivariate Merit Factor (MMF)

[43, 65], with the interlace polynomials. Next, we prove some conjectures proposed by

Parker in [64] related to the line function (path graph) and its affine offsets.

Chapter 6 shows a similar relationship between the two-variable interlace polynomial

(see [5]), and the spectra of a quadratic Boolean function with respect to the set {I,H}n.

We also introduce new two-variable interlace polynomials by analogy, and investigate

some of their properties. Next, for bipartite graphs, we develop a three-variable interlace

polynomial and from it derive the weight hierarchy [46, 99] of the associated binary code,

thereby expanding on the results of Parker and Rijmen [67].

Chapter 7 gives an expression of the pivot operation on graphs using the ANF of

its associated (quadratic) Boolean function. By using this form, we generalise the pivot

operation to hypergraphs, and we state the (necessary and sufficient) condition that a

function of degree higher than two must fulfill in order to allow such an operation. We

give as well a spectral interpretation of the pivot operation on a (hyper)graph. Based on

the above mentioned condition for pivot and on the spectral interpretation, we construct

a family of Boolean functions that have a large number of flat spectra w.r.t. {I,H}n,

and we compute this number. Also, we enumerate pivot orbits of unlabelled and labelled

connected bipartite graphs for some values of n. Finally, we study the pivot orbit trajectory
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of structures that include a clique and develop lower bounds on the number of flat spectra

of a graph w.r.t. {I,H}n and {I,H,N}n.

Chapter 8 offers a description of the conditions that allow a Boolean function to change

its degree by pivoting on its associated hypergraph, or to reduce or increase the number

of high degree terms. We describe as well the explicit formula for the result of applying

a transform U ∈ {I,N}n to the APF (Algebraic Polar Form) [67] (see section 8.3) of

any vector with entries in the set {0,±1}. Together with the results proposed by Parker

and Rijmen in [67], and using iteration, this formula allows the computation of the result

of the application of a U ∈ {I,H,N}n to any vector with entries in the set {0,±1}.

Finally, we show how to use these results for computing the result of the application of a

U ∈ {I,H,N}n to ip for p : {0, 1}n → Z4.

In the Appendix (chapter 10), we summarise the different interpretations of graph

states, with more detail than in the Introduction. As the matters dealt with in this thesis

are interdisciplinary, and as the equivalences displayed here are scattered among many

papers published in different areas, it is useful to gather them together, although the

results presented in this chapter are not new.
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Chapter 2

Preliminaries

2.1 Boolean functions

For better comprehension of the thesis, we state some definitions related to Boolean func-

tions, as well as some important transforms that act on them.

Definition 2.1 Let

• I =

 1 0

0 1

 be the 2× 2 identity matrix,

• H = 1√
2

 1 1

1 −1

 the Walsh-Hadamard kernel, and

• N = 1√
2

 1 i

1 −i

 the Negahadamard kernel [69].

Let U ∈ {I,H,N}. We define Uj as the tensor product

Uj = I ⊗ · · · ⊗ I ⊗ U ⊗ I ⊗ · · · ⊗ I ,

where the U occurs in position j in the tensor product. Then, the set of transforms

{I,H,N}n is defined as the set of tensor products of all possible combinations of the

matrices I, H and N , that is,

{I,H,N}n = {
∏

j∈RI

Ij
∏

j∈RH

Hj

∏
j∈RN

Nj} ,
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where the sets RI,RH and RN partition the set of vertices {0, . . . , n− 1}, and ‘
∏

’ repre-

sents the usual matrix product.

Definition 2.2 Let p : GF(2)n → GF(2) be a Boolean function on n variables. We define

the bipolar vector of the function, as the length 2n vector with coefficients in {+1,−1},

s = (s0...00, s0...01, s0...11, . . . , s1...11) such that si = (−1)p(i), where i ∈ GF(2)n.

Definition 2.3 The Walsh Hadamard Transform (WHT), WHT : C2n → C2n
, is defined

by the 2n × 2n unitary matrix U = H ⊗ H . . . ⊗ H =
⊗n−1

i=0 H, where ’⊗’ indicates the

tensor product of matrices, and unitary means that UU † = In, where ’†’ means transpose-

conjugate and In is the 2n × 2n identity matrix.

Definition 2.4 The Walsh-Hadamard spectrum of p is given by the matrix-vector product

P = Us ∈ C2n
(R2n

), where s = (−1)p(k) as before, with k ∈ GF(2)n. In general, the

spectrum of a function w.r.t. a transform T : C2n → C2n
is given by the matrix-vector

product P = Ts. The spectral coefficients are defined as the entries of the vector P , Pk.

Definition 2.5 A Boolean function p : GF(2)n → GF(2) is said to have a flat spectrum

w.r.t. a transform T : C2n → C2n
iff |Pk| = 1 ∀k ∈ GF(2)n. The function will be called

bent iff it has a flat spectra w.r.t. the transform WHT.

Definition 2.6 [29] The Peak-to-Average Power Ratio (PAR) of a vector s ∈ C2n
, with

respect to a set of 2n × 2n unitary transforms T, is

PART(s) = 2n max
U ∈ T

k ∈ Zn
2

(|PU,k|2), where PU = (PU,k) = Us ∈ C2n
. (2.1)

2.2 Quantum theory

We offer here a brief introduction to some of the concepts in quantum theory, more con-

cretely in quantum information theory, that are more relevant to this work. We refer to

[33, 93, 40] for a more extended view of these subjects.

Definition 2.7 [33] A quantum state |φ〉 is a unit vector1 in a complex Hilbert space H.
1It is enough to take a unit vector as representative for a state, because for any α ∈ C \ {0}, α |φ〉 is

defined equivalent to |φ〉.
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Remark: The space H is in general not finite, but under laboratory conditions one

can consider the space as finite, and then H ∼= Cn, for some n. This is the convention

that most of the papers in the literature use, and we shall adopt this convention from this

point onwards.

The notation | 〉 is known as the bra-ket notation, because the inner product of two

states is denoted by a bracket, 〈ψ|φ〉, consisting of a left part, 〈ψ|, called the bra, and a

right part, |φ〉, called the ket. It is also known as Dirac notation. The bra vector belongs

to the dual space of H, H∗. |φ〉 should be thought of as a column vector,

|φ〉 =


a0

a1

...

an−1

 ,

and 〈ψ| as a row vector, 〈ψ| = (b0, . . . , bn−1). 〈ψ|φ〉 will be computed as the matrix

product 〈ψ| · |φ〉.

Given a ket |φ〉 with coordinates as before, its corresponding bra 〈φ| is defined as

〈φ| = (a0, . . . , an−1), where ai means the complex conjugate of ai.

Definition 2.8 [33] A ket state |ϕ〉 is a superposition of |φ〉 and |ψ〉 if

|ϕ〉 = α |φ〉+ β |ψ〉 , with α, β ∈ C .

Two (ket) states |φ〉 and |ψ〉, say in N -, respectively M -dimensional spaces V, W , can be

composed by a tensor product, |φ〉 ⊗ |ψ〉. This vector will be in the tensor product of V

and W , V ⊗W , of dimension NM . The tensor product of the states will be alternatively

denoted by |φ〉 |ψ〉 , |φψ〉 or |φ, ψ〉. Given the coordinates of |φ〉 and |ψ〉, we can compute

the coordinates of |φ〉 ⊗ |ψ〉 as the set of all pairwise products of coordinates of |φ〉 and

|ψ〉.

Definition 2.9 [35] A state |ρ〉 in V ⊗ W that can be written as |φ〉 ⊗ |ψ〉 is called a

product state. If |ρ〉 is not a product state, it is entangled.
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Definition 2.10 A pure quantum state is a state which can be described by a single ket

vector, or as a sum of basis states. A mixed quantum state is a statistical distribution of

pure states.

Definition 2.11 A quantum bit, qubit (sometimes denoted as qbit) is a unit of quantum

information, described by a state in a 2-dimensional space, whose standard basis vectors

are labelled |0〉 and |1〉. A pure qubit state is a linear quantum superposition of those two

states. This means that each qubit can be represented as a linear combination of |0〉 and

|1〉:

α |0〉+ β |1〉 , with |α|2 + |β|2 = 1 .

If A : H → H is a linear operator, we can apply A to the ket |φ〉 to obtain the ket

(A |φ〉). In this thesis, we deal mainly with the 2 × 2 linear operators I, H, and N and

combinations of their tensor products (see definition 2.1).

We introduce briefly the theory of quantum error-correction. For more detailed infor-

mation, we refer for instance to [90, 89, 40, 93].

Definition 2.12 A quantum error in a state of n qubits is a map E : C2n → C2m
, where

m ≥ n.

Definition 2.13 The Pauli matrices on one qubit are defined as the 2× 2 matrices

σI = I =

 1 0

0 1

 , σx =

 0 1

1 0

 , σz =

 1 0

0 −1

 , and σy = iσxσz . (2.2)

The Pauli group on one qubit, P1, is defined as the (finite) multiplicative group generated

by the Pauli matrices.

Definition 2.14 A bit-flip X is defined as the (linear) transform: X |a〉 = |a⊕ 1〉, for

|a〉 = |0〉 or |1〉. A phase-flip Z is defined as the (linear) transform: X |a〉 = (−1)a |a〉,

for |a〉 = |0〉 or |1〉.

Remark: It is easy to see that the matricial expression for a bit-flip X is the Pauli

matrix σx, and for a phase-flip Z is σz, while a bit-flip followed by a phase-flip is represented

by iσxσz. The matrix I would represent the case that no error is made on the qubit, that

is, the qubit does not change.
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Lemma 2.15 [90] A completely arbitrary change in a general state |φ〉 of one qubit can

be written as:

|φ〉 ' |φ〉 |ψ0〉e →
∑

i∈{I,x,y,z}

(σi |φ〉) |ψi〉e , (2.3)

where |ψi〉e are called states of the environment, and they are unconstrained, that is, they

are not necessarily either normalised or orthogonal.

Note: The second system, with states |ψi〉e, is introduced simply to allow us to write

using the language of kets a general change in the state.

Definition 2.16 The Pauli group on n qubits is the group

Pn = {αU0 ⊗ · · · ⊗ Un−1 : Ui ∈ P1, α ∈ {±1,±i}} .

Note: [90] Generalising lemma 2.15, a completely arbitrary change on n qubits can be

expressed as

|φ〉 |ψ0〉e →
∑

i

(Ei |φ〉) |ψi〉e , (2.4)

where each error operator Ei ∈ Pn, |φ〉 is the initial state of the qubits, and |ψ〉e are states

of a second system, not necessarily orthogonal or normalised. This implies that arbitrary

changes, which form a continuous set, can be ‘digitized’ by expressing them as a weighted

sum of discrete errors.

Definition 2.17 The weight of a transform E on n qubits is the maximal number ω ∈

{0, . . . , n} such that E can be written as I⊗n−m ⊗ E′, up to a permutation of qubits, for

some matrix E′.

Definition 2.18 A (general) Quantum Error-Correcting Code (QECC) is an orthonor-

mal set of n-qubit states (quantum codewords) which allow correction of all members of a

set S = {Ei} of correctable errors. A code that corrects all errors (including X, Y or Z

and combinations thereof for different qubits) of weight up to some maximum ω is called

a ω-QECC.

Note: [90] Using some auxiliary qubits (called ancilla), and projective measuring (that

is, projection on some orthogonal base, in this case the Pauli group), a system that can

correct the Pauli errors acting on each qubit separately can correct the most general

possible noise (eq. (2.4)).
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Definition 2.19 Given a group G, and an element g ∈ G, the stabilizer subgroup of g is

the set of all elements that fix g:

Gg = {h ∈ G : h · g = g} .

Let X ⊆ G. Then, the stabilizer subgroup of X is the set of all elements that fix X:

GX = {h ∈ G : h ·X = X} .

Remark: Note that, for g ∈ X and h ∈ GX , it is not true in general that h · g = g.

Definition 2.20 A stabilizer QECC is a QECC such that all codewords are simultaneous

eigenstates with eigenvalue 1 of all the operators in a stabilizer on n qubits.

Definition 2.21 [19, 49] The Local Clifford Group is defined to be the set of matrices

that stabilizes the Pauli group on one qubit.

This stabilizing property of the Local Clifford Group allows one error of the Pauli

Group to be ’swapped’ with another, whilst leaving invariant the weight distribution of

the stabilizer code.

We now give a definition of a certain type of quantum state, the graph state, of high

relevance in quantum information theory (see [93] for details), and to this thesis, as this

is one of the objects that is equivalent to a quadratic Boolean function (see chapter 10):

Given a graph G on n vertices with adjacency matrix Γ, one defines n commuting

Pauli operators
Ki = σ

(i)
x
∏

j∈Ni
σ

(j)
z

= σ
(i)
x
∏n−1

k=0(σ(k)
z )Γ[k,i] ,

(2.5)

where σx =

 0 1

1 0

 and σz =

 1 0

0 −1

, and the superindex (i) implies that the

operator has the corresponding matrix on the ith position in the tensor product and the

identity elsewhere. A graph state is defined as:

Definition 2.22 [45] The graph state |G〉, also known as cluster state, is the unique

(modulo an overall phase factor) common eigenvector with eigenvalue 1 of all operators in

the subgroup generated by the Ki operators.
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2.3 Graph Theory

We recall here some definition of graph theory, used profusely in this thesis:

A graph on n vertices is a pair G = (V,E) of sets, where V = {0, . . . , n − 1} and the

elements of E are 2-element subsets of V . The elements of V are called the vertices of the

graph, and the elements of E its edges. All graphs considered in this thesis will be simple

graphs, that are graphs with no multiple edges (i.e. repetitions in E) and no loops (i.e.

edges of the form (i, i), for i ∈ V ). We also consider our graphs to be non-directed; that is,

if (i, j) ∈ E, it follows that i < j. Two vertices i, j ∈ V are called adjacent or neighbours

if (i, j) ∈ E. The neighbourhood Ni of a vertex i is the set of all neighbours of i. The

adjacency matrix ΓG (denoted simply by Γ when no confusion is possible) is a symmetric

binary n× n matrix defined by Γ[i, j] = Γ[j, i] = 1 if (i, j) ∈ E

Γ[i, j] = Γ[j, i] = 0 otherwise

The complement or inverse of a graph G is a graph H on the same vertices such that

two vertices of H are adjacent if and only if they are not adjacent in G.

Definition 2.23 The clique function or complete graph is defined as the graph in which

an edge connects every pair of vertices.

Definition 2.24 Given a graph G, an independent set (IS) is a subset of its vertices that

are pairwise not adjacent.

Definition 2.25 Define the action of Local Complementation (LC) (or vertex-neighbour-

complement (VNC)) on a graph G at vertex v, LCv, as the graph transformation obtained

by replacing the subgraph defined by restricting the set of vertices to Nv, G[Nv], by its

complement; that is, the graph transformation obtained by complementing the relationships

between the vertices in Nv.

Example: with v = 0,
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2.4 Code Theory

We recall here some definitions of code theory, related to the spectral interpretation of a

quadratic, as we shall see in this thesis (for the statement of the relationship, see section

10.8). We refer to [53] for more information about coding theory.

Definition 2.26 A [n, k] binary linear code, n ≥ 1, 1 ≤ k ≤ n, is a linear subspace C

with dimension k of the vector space Fn
2 . The elements of C are known as codewords, n

is called the length of the code and k its rank.

Taking a base over Fn
2 (usually, the canonical base ei = (0, . . . , 0, 1, 0, . . . , 0), where the

1 is on the ith position), C can be expressed by means of its generator matrix, G, a binary

k × n matrix defined by the property that c ∈ C iff c is a linear combination of the rows

of G.

Definition 2.27 The dual code of a [n, k] linear code C is the [n, n−k] linear code defined

by

C⊥ = {x ∈ Fn
2 : 〈x, c〉 = 0 ∀ c ∈ C} .

Definition 2.28 Let GF(4) = {0, 1, ω, ω̄}, with ω̄ = ω2 = ω + 1. A GF(4)-additive code

of length n is an additive subgroup of GF(4)n.
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Chapter 3

Generalised Bent Criteria for

Boolean Functions

The results for this chapter can be found in [74].

3.1 Overview

The classification of bent quadratic (degree-two) Boolean functions is well-known [53], and

is made easier because the bent criterion is an invariant of affine transformation of the input

variables. On the other hand, the classification of generalised bent criteria for a quadratic

Boolean function w.r.t. the {I,H,N}n transform set is new, and the generalised bent

criteria are not, in general, invariant with respect to affine transformation of the inputs.

Chapter 3 characterises these generalised bent criteria for both quadratic and more general

Boolean functions. By associating a quadratic Boolean function to an undirected graph,

we can interpret spectral flatness with respect to {I,H,N}n as a maximum rank property

of suitably modified adjacency matrices. We interpret Local Complementation (LC) as an

operation on quadratic Boolean functions, and as an operation on the associated adjacency

matrix, and we also identify the LC-orbit with a subset of the flat spectra w.r.t. {I,H,N}n.

The spectra w.r.t. {I,H,N}n motivate us to examine the properties of the WHT of all

Z4-linear offsets of Boolean functions, of the WHT of all subspaces of Boolean functions

that can be obtained by fixing a subset of the variables, of the WHT of all Z4-linear

offsets of all of the above subspace Boolean functions, of the WHT of each member of the
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LC-orbit, and the distance of Boolean functions to all Z4-linear functions. We are able

to characterise and analyse the criteria for quadratic Boolean functions by considering

properties of the adjacency matrix for the associated graph.

In Section 3.2 we review LC as an operation on an undirected graph [37, 38], and

provide an algorithm for LC in terms of the adjacency matrix of the graph. In Section 3.3,

we show that the LC-orbit of a quadratic Boolean function lies within the set of transform

spectra w.r.t. tensor products of the 2× 2 matrices I,
√
−iσx, and

√
iσz, where σx and σz

are Pauli matrices (definition 2.2). We also show, equivalently, that the orbit lies within

the flat spectra w.r.t. {I,H,N}n. We show that applying LC to vertex xv can be obtained

by the application of the Negahadamard kernel, N , to position v (and the identity matrix

to all other positions) of the bipolar vector (−1)p(x), i.e.

ω4p′(x)+a(x) = ωa(x)(−1)p′(x) = Uv(−1)p(x) = I ⊗ · · · ⊗ I ⊗N ⊗ I ⊗ · · · ⊗ I (−1)p(x) ,

where p(x) and p′(x) are quadratic, p′(x) is obtained by applying LC to variable xv,

ω =
√
i, and a(x) is any offset over Z8. In Section 3.5 we identify spectral symmetries that

hold for p(x) of any degree w.r.t. {I,H,N}n. In Section 3.4, we introduce the concepts

of bent4, I-bent, I-bent4, and LC-bent Boolean functions, and show how, for quadratic

Boolean functions, the first three properties can be evaluated by examining the ranks of

suitably modified versions of the adjacency matrix.

3.2 Local Complementation (LC)

3.2.1 Definition

We recall here some definitions (see chapter 1):

Given a graph G with adjacency matrix Γ, define its complement to be the graph with

adjacency matrix Γ + I + 1 ( mod 2), where I is the identity matrix and 1 is the all-ones

matrix. Let Nv be the set of neighbours of vertex, v, in the graph, G, i.e. the set of

vertices connected to v in G.

We recall definition 2.25:

Definition 3.1 Define the action of LC [16, 15] (or vertex-neighbour-complement (VNC)

[37]) on a graph G at vertex v, LCv, as the graph transformation obtained by replacing the
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subgraph defined by restricting the set of vertices to Nv, G[Nv], by its complement; that is,

the graph transformation obtained by complementing the relationships between the vertices

in Nv.

Definition 3.2 We say that two graphs G and H are LC-equivalent iff there is a graph

transform U such that G = UH, with U a succession of transforms LC.

By Glynn (see [37]), a self-dual quantum code [[n, 0, d]] corresponds to a graph on n

vertices, which may be assumed to be connected if the code is indecomposable. It is shown

there that two graphs G and H give equivalent self-dual quantum codes if and only if H

and G are LC-equivalent.

For a study of the group of compositions of local complementations, see [14, 16, 15,

25], which describe the relation between local complementation and isotropic systems.

Essentially, a suitably-specified isotropic system has graph presentations G and G′ iff G

and G′ are locally equivalent w.r.t. local complementation.

3.2.2 LC in terms of the adjacency matrix

Let p(x) : Fn
2 → F2 be a (homogeneous) quadratic Boolean function, defined by,

p(x) =
∑

0≤i<j≤n−1

aijx
ixj .

We can express p(x) by the adjacency matrix of its associated graph, Γ, defined as the

symmetric n × n binary matrix with coefficients Γ(i, j) = Γ(j, i) = aij , i < j, Γ(i, i) = 0.

The LC operation on the graph associated to p(x) can be expressed in terms of the

adjacency matrix. Without loss of generality, we show how the matrix changes from Γ to

Γ0 after applying LC on vertex x0:

Γ0 =



0 a01 a02 . . . a0n

a01 0 a12 + a01a02 . . . a1n + a01a0,n−1

a02 a12 + a01a02 0 . . . a2n + a02a0,n−1

...
...

...
. . .

...

a0,n−1 a1,n−1 + a01a0,n−1 a2,n−1 + a02a0,n−1 . . . 0


.
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The general algorithm, mod 2, is
Γv(i, j) = Γ(i, j) + Γ(v, i) ∗ Γ(v, j), i < j, i, j = 1, . . . , n

Γv(i, i) = 0 ∀i

Γv(j, i) = Γv(i, j), i > j

where Γv is the adjacency matrix of the function after applying LC to the vertex xv.

3.3 LC and Local Unitary (LU) Equivalence

Hein et al [45] state that LC-Equivalence (and therefore Local Unitary (LU) Equivalence)

of graph states is obtained via successive transformations of the form,

Uv(G) = (−iσ(v)
x )1/2

∏
b∈Nv

(iσ(b)
z )1/2 , (3.1)

where σx =
(

0 1

1 0

)
and σz =

(
1 0

0 −1

)
are Pauli matrices, the superscript (v) indicates

that the Pauli matrix acts on qubit v (with I acting on all other qubits) 1 , and Nv

comprises the neighbours of qubit v in the graphical representation. Define matrices x

and z as follows:

x = (−iσx)1/2 =
1√
2

(
−1 i

i −1

)
and

z = (iσz)1/2 =

(
w 0

0 w3

)
,

where w = e2πi/8. Furthermore, let I =
(

1 0

0 1

)
.

These matrices are the usual choice for representatives of the Local Clifford Group;

however, we take as representatives I, H and N due mainly to the following properties:

• the flat spectra wrt {I,H,N}n identify Local Unitary (LU)-equivalent graph states,

i.e. LU-equivalent stabilizer QECCs (see chapter 10), so one can explicitly use the

{I,H,N}n spectrum to construct equivalent QECCs.

• {I,H,N}, identify the Local Clifford Group explicitly with multivariate Discrete

Fourier Transform matrices (alternatively, to polynomial residue number systems),

1For instance, σ
(2)
x = I ⊗ I ⊗ σx ⊗ I ⊗ . . .⊗ I.
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whereas I, x, and z do not. Consider the bit-flip error. This can be modelled by

multipliying a degree-one polynomial in zi by zi, mod z2
i −1. The modulus, z2

i −1 is

a cyclic modulus, and z2
i −1 = (zi−1)(zi +1), so the multiplication can be split over

the residues of z2
i − 1, and this residue computation is defined precisely by cyclically

transforming by H. Consider now the phase-flip followed by bit-flip error. This is

the same as multiplying by zi, mod z2
i +1. Now z2

i +1 = (zi−i)(zi+i), so computing

the polynomial residues, mod z2
i + 1, is realised by negacyclically transforming by

the matrix N . So H and N are the natural transforms intrinsically linked with

bit-flip and phase-flip-then-bit-flip errors, respectively. The I is of course where no

error happens. Note that phase-flip is (trivially) phase-flip-then-bit-flip followed by

bit-flip. The use of I, H, and N allows one to examine the Pauli errors in the

’transform’ domain. The use of I, H, and N bridges to the concept of generalised

linear cryptanalysis, for which one would typically measure nonlinearity of a Boolean

function w.r.t. the WHT. This is one of the aims of chapter 3 (see section 1.1).

• H and N are chosen because the rows of the matrices formed from tensor products

of H and N can be written as ip(x), where p is a linear function from Zn
2 → Z4. In

fact this is just another way of stating the Fourier property mentioned above.

The idea of expressing the Clifford operations as a set of transforms, whether as tensor

products of I, x, and xz, or as tensor products of I, H, and N , has not, to our knowledge,

appeared in the QECC literature before. Clearly it is implicit by the transversal property

of the Clifford Group, but we think that this would not be obvious to many readers.

Define D to be the set of 2× 2 diagonal or anti-diagonal local unitary matrices, i.e. of

the form
(

a 0

0 b

)
or
(

0 a

b 0

)
, for some a and b in C, such that |a| = |b| = 1. We make

extensive use of the fact that a final multiplication of a spectral vector by tensor products

of members of D does not change spectral coefficient magnitudes, due to the equations

|a| = |b| = 1. However, it does change the linear terms of the corresponding function. We

include here a simple example to clarify this fact:

Example: Let p : Z2 → Z4, p(x) = x + 1( mod 4). Then, p(0) = 1, p(1) = 2, so
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ip(x) =
(

i

−1

)
. Now, let d =

(
i 0

0 1

)
∈ D. Then,

dip(x) =

 −1

−1

 = ig(x) ,

with g(x) : Z2 → Z4, g(x) = 2. We can write this last term of the equation as (−1)g′(x),

with g′(x) Boolean, g′(x) = 1. So, by applying a member of D we have obtained a constant

Boolean function from an affine generalised Boolean function. Observe that the spectral

coefficients magnitude has not changed, as |ip(x)| = |ig(x)|.

In this sense a final multiplication by tensor products of members of D has no effect on

the final spectrum and does not alter the underlying graphical interpretation. For instance,

applying x twice to the same qubit is the same as applying x2 =
(

0 −i

−i 0

)
, which is in D.

Therefore we can equate x2 with the identity matrix, i.e. x2 ' I =
(

1 0

0 1

)
. Similarly,

the action of any 2× 2 matrix from D on a specific vertex is ‘equivalent’ to the action of

the identity on the same vertex. Note that z ∈ D. The same equivalence holds over n

vertices, so we define an equivalence relation with respect to a tensor product of members

of D by the symbol ‘'’.

Definition 3.3 Let u and v be two 2× 2 unitary matrices. Then,

u ' v ⇔ u = dv, d ∈ D .

This equivalence relation allows us to simplify the concatenation of actions of x and z on

a specific qubit.

Remark: Note that u ' v cannot be deduced from (and does not imply) u = vd for

some d ∈ D.

We now show that the LC-orbit of an n-vertex graph is found as the transform spectra

w.r.t. {I, x, xz}n. Subsequently, it will be shown that we can alternatively find the LC-

orbit as a subset of the transform set w.r.t. {I,H,N}n. We then re-derive the single LC

operation on a graph from the application of x (or N) on a single vertex.

3.3.1 The LC-orbit Occurs Within {I, x, xz}n

We summarise the result of the beginning of section 3.3:
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Lemma 3.4 Given graphs G and G′ as represented by the quadratic Boolean functions,

p(x) and p′(x) respectively, then G and G′ are in the same LC-orbit if and only if

(−1)p′(x) ' Uvt−1Uvt−2 . . . Uv0(−1)p(x), where Uvi are local unitary transformations as de-

fined in (3.1).

From Lemma 3.4 we see that, by applying Uv(G) successively for various v to an initial

state, one can generate all LC-equivalent graphs within a finite number of steps. (It is

evident from the action of LC on a graph that any LC-orbit must be of finite size). Instead

of applying U successively, it would be nice to identify a (smaller) transform set in which

all LC-equivalent graphs exist as the spectra, to within a post-multiplication by the tensor

product of matrices from D. One can deduce from definition 3.3 that zx ' x, and it is

easy to verify that

Lemma 3.5 zxx ' I, and xzx ' zxz.

With these definitions and observations we can derive the following theorem.

Theorem 3.6 To within subsequent transformation by tensor products of matrices from

D, the LC-orbit of the graph, G, over n qubits (vertices) occurs within the spectra of all

possible tensor product combinations of the 2 × 2 matrices, I, x, and xz. There are 3n

such transform spectra.

Proof: For each vertex in G, consider every possible product of the two matrices, x, and

z. Using the equivalence relationship and lemma 3.5,

xxx ' x zxx ' I

xxz ' I zxz ' xz

xzx ' zxz ' xz zzx ' x

xzz ' zxzz ' xzxz ' xxzx ' x zzz ' I .

Thus, any product of three or more instances of x and/or z can always be reduced to

I, x, or xz. Theorem 3.6 follows by recursive application of (3.1) with these rules, and by

noting that the rules are unaffected by the tensor product expansion over n vertices.

For instance, for n = 2, the LC-orbit of the graph represented by the quadratic function

p(x) is found as a subset of the 32 = 9 transform spectra of (−1)p(x) w.r.t. the transforms
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I ⊗ I, I ⊗ x, I ⊗ xz, x ⊗ I, x ⊗ x, x ⊗ xz, xz ⊗ I, xz ⊗ x, and xz ⊗ xz. Theorem 3.6

gives a trivial and very loose upper bound on the maximum size of any LC-orbit over n

qubits, this bound being 3n. It has been computed in [27] that the number of LC-orbits

for connected graphs for n = 1 to n = 12 are 1, 1, 1, 2, 4, 11, 26, 101, 440, 3132, 40457, and

1274068, respectively (see also [45, 38, 47, 26, 87]).

3.3.2 The LC-orbit Occurs Within {I, H, N}n

One can verify that N ' x and H ' xz. Therefore one can replace x and xz with N and

H, respectively, so the transform set, {I, xz, x} becomes {I,H,N}. This is of theoretical

interest because H defines a 2-point (periodic) Discrete Fourier Transform matrix, and N

defines a 2-point negaperiodic Discrete Fourier Transform matrix. In other words a basis

change from the rows of x and xz to the rows of N and H provides a more natural set of

multidimensional axes in some contexts. For t a non-negative integer,

N3t ' I, N3t+1 ' N, N3t+2 ' H, N24 = I , (3.2)

so N could be considered a ’generator’ of {I,H,N}. The {I,H,N}n transform set over n

binary variables has been used to analyse the resistance of certain S-boxes to a form of gen-

eralised linear approximation in [69]. It also defines the basis axes under which aperiodic

autocorrelation of Boolean functions is investigated in [28]. The Negahadamard Trans-

form, {N}n, was introduced in [64]. Constructions for Boolean functions with favourable

spectral properties w.r.t. {H,N}n (amongst others) have been proposed in [68], and [67]

showed that Boolean functions that are LU-equivalent to indicators for distance-optimal

binary error-correcting codes yield favourable spectral properties w.r.t. {I,H}n.

3.3.3 A Spectral Derivation of LC

We now re-derive LC by examining the repetitive action of N on the vector form of the

graph states, interspersed with the actions of certain matrices from D. We will show that,

as with Lemma 3.4, these repeated actions not only generate the LC-orbit of the graph,

but also generate the {I,H,N}n transform spectra. The LC-orbit can be identified with

a subset of the flat transform spectra w.r.t. {I,H,N}n. Let s = (−1)p(x), where p(x) is

quadratic and represents a graph G. Then the action of Nv on G is equivalent to Uvs,
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where:

Uv ' U ′
v = I ⊗ · · · ⊗ I ⊗N ⊗ I ⊗ · · · ⊗ I ,

where N occurs at position v in the tensor product decomposition. Let us write p(x),

uniquely, as,

p(x) = xvNv(x) + q(x) ,

where q(x) and Nv(x) are independent of xv (Nv(x) has nothing to do with the Nega-

hadamard kernel, Nv). We shall state a theorem that holds for p(x) of any degree, not

just quadratic, and then show that its specialisation to quadratic p(x) gives the required

single LC operation. Express Nv(x) as the sum of r monomials, mi(x), as follows,

Nv(x) =
r−1∑
i=0

mi(x) .

For p(x) of any degree, the mi(x) are of degree ≤ n− 1. In the sequel we mix arithmetic,

mod 2, and mod 4 so, to clarify the formulae for equations that mix moduli, anything

in square brackets is computed mod 2. The {0, 1} result is then embedded in mod 4

arithmetic for subsequent operations outside the square brackets. We must also define,

N ′
v(x) =

r−1∑
i=0

[mi(x)] ( mod 4) .

Theorem 3.7 Let s′ = Uvs, where s = (−1)p(x) and s′ = ip
′(x). Then,

p′(x) = 2

p(x) +
∑
j 6=k

mj(x)mk(x)

+ 3N ′
v(x) + 3[xv] ( mod 4) . (3.3)

Proof: Assign to A and B the evaluation of p(x) at xv = 0 and xv = 1, respectively. Thus,

A = p(x)xv=0 = q(x) .

Similarly,

B = p(x)xv=1 = Nv(x) + q(x) .

We need the following equality between mod 2 and mod 4 arithmetic.
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Lemma 3.8
n∑

i=1

[Ai] ( mod 4) = [
n∑

i=1

Ai] + 2[
∑
i6=j

AiAj ] ( mod 4) where Ai ∈ Z2 .

Observe the following action of N :

1√
2

 1 i

1 −i

 1

1

 = w

 1

−i


1√
2

 1 i

1 −i

 −1

1

 = w

 i

−1


where w = e2πi/8. We ignore the global constant, w, so that N maps (−1)00 to i03 and

(−1)10 to i12, and consequently (−1)01 to i30 and (−1)11 to i21, where by cAB we mean cA

cB

. In general, for A,B ∈ Z2, α, β ∈ Z4, (−1)AB is mapped by Nv to iαβ , where,

α = 2[AB] + [A] + 3[B] ( mod 4)

β = 2[AB] + 3[A] + [B] + 3 ( mod 4)

Substituting the previous expressions for A and B into the above and making use of

Lemma 3.8 gives,
α(x) = 2[q(x)] + 3[Nv(x)] ( mod 4)

β(x) = 2[q(x)] + [Nv(x)] + 3 ( mod 4)

p′(x) can now be written as,

p′(x) = (3[xv] + 1)α(x) + [xv]β(x) ( mod 4) .

Substituting for α and β gives,

p′(x) = 2[q(x)] + 2[xvNv(x)] + 3[Nv(x)] + 3[xv] ( mod 4)

Applying Lemma 3.8 to the term 3[Nv(x)],

3[Nv(x)] = 2

∑
j 6=k

mj(x)mk(x)

+ 3N ′
v(x) ( mod 4) .
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Furthermore, Lemma 3.8 implies that,

2

[
n∑

i=1

Ai

]
( mod 4) = 2

n∑
i=1

[Ai]( mod 4) where Ai ∈ Z2 .

For p(x) a quadratic function, Nv(x) has degree one, so N ′
v(x) is a sum of degree-one

terms over Z4. Therefore (as shown in the example of section 3.3, the Z4 degree-one

terms, N ′
v(x) and 3[xv], can be eliminated from (3.3) by appropriate subsequent action by

members of {D}n to s′. As all monomials, mi(x), are then of degree one, (3.3) reduces to,

p′(x) ' p(x) +
∑

j,k∈Nv ,j 6=k

xjxk ( mod 2) . (3.4)

(3.4) precisely defines the action of a single LC operation at vertex v of G, where we have

used ' to mean that (−1)p′(x) = BU(−1)p(x), for some fully tensor-factorisable matrix,

U , and some B ∈ {D}n. As p′(x) is also quadratic Boolean, we can realise successive LC

operations on chosen vertices in G via successive actions of N at these vertices, where

each action of N must be interspersed with the action of a matrix from {D}n to eliminate

Z4-linear terms from (3.3). In particular, one needs to intersperse with tensor products of

the matrices

 1 0

0 1

 and

 1 0

0 i

.

Theorem 3.9 Given a graph, G, as represented by s = (−1)p(x), with p(x) quadratic, the

LC-orbit of G comprises graphs which occur as a subset of the spectra w.r.t. {I,H,N}n

acting on s.

Proof: Define D1 ⊂ D such that

D1 = {
(

a 0

0 b

)
,
(

0 a

b 0

)
| a = 1, b = ±1} .

Similarly, define D2 ⊂ D such that

D2 = {
(

a 0

0 b

)
,
(

0 a

b 0

)
| a = 1, b = ±i}, where i2 = −1 .

Then it is straightforward to establish that, for any ∆1,∆′
1 ∈ D1, any ∆2,∆′

2 ∈ D2, and

any c ∈ {1, i,−1,−i},

N∆1 = c∆′
1N H∆1 = c∆′

1H

N∆2 = c∆1H H∆2 = c∆1N .
(3.5)
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Let ∆∗ ∈ D1
⋃
D2. Then, for a vertex, succesive applications of ∆∗N can, using (3.5), be

re-expressed as, ∏
(∆∗N) = c∆∗

∏
N '

∏
N .

But, from (3.2), successive powers of N generate I, H, or N , to within a final multiplica-

tion by a member of D. It follows that successive LC actions on arbitrary vertices can be

described by the action on s of a member of the transform set, {I,H,N}n, and therefore

that the LC-orbit occurs within the {I,H,N}n transform spectra of s.

The question of how to generalise LC to hypergraphs will be treated in section 8.4.

Further spectral symmetries of Boolean functions w.r.t. {I,H,N}n are discussed in

Section 3.5.

3.4 Generalised Bent Properties of Boolean Functions

3.4.1 Bent Boolean Functions

A bent Boolean function can be defined by using the WHT. Let p(x) be our function over

n binary variables. Define the WHT of p(x) at position k by,

Pk = 2−n/2
∑

x∈GF (2)n

(−1)p(x)+k·x , (3.6)

where x,k ∈ GF(2)n, and · implies the scalar product of vectors.

The WHT of p(x) can alternatively be defined as a multiplication of the vector (−1)p(x)

by H ⊗H ⊗ . . .⊗H. In other words,

P = (H ⊗H ⊗ . . .⊗H)(−1)p(x) = (
n−1⊗
i=0

H)(−1)p(x) , (3.7)

where P = (P(0,...,0), . . . , P(1,...,1)) ∈ C2n
.

Then, p(x) is defined to be bent if |Pk| = 1 ∀k, in which case we say that p(x) has a flat

spectra w.r.t. the WHT. In other words, p(x) is bent if P is flat.

Let Γ be the binary adjacency matrix associated to p(x) when p(x) is a quadratic.

Lemma 3.10 [53] p(x) is bent ⇔ det(Γ) = 1 mod 2 .
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It is well-known [53] that all bent quadratics are equivalent under affine transformation

to the Boolean function
(∑n

2
−1

i=0 x2ix2i+1

)
+ c · x + d for n even, where c ∈ GF(2)n,

and d ∈ GF(2). More generally, bent Boolean functions only exist for n even. It is

interesting to investigate other bent symmetries where affine symmetry has been omitted.

In particular, in the context of LC, we are interested in the existence and number of

flat spectra of Boolean functions with respect to the {H,N}n-transform set (bent4), the

{I,H}n-transform set (I-bent), and the {I,H,N}n-transform set (I-bent4).

3.4.2 Bent Properties with respect to {H, N}n

We now investigate certain spectral properties of Boolean functions with respect to the set

of transforms {H,N}n, that is, the set of 2n transforms of the form
∏

j∈RH
Hj
∏

j∈RN
Nj ,

where the sets RH and RN partition {0, . . . , n− 1}.

The following assertion is trivial to verify:

p(x) is bent ⇔ p(x) + k · x + d is bent ,

where k ∈ GF(2)n and d ∈ GF(2). In other words, if p(x) is bent then so it is when

we add any affine offset, mod 2. However the above assertion does not follow when one

considers every possible Z4-linear offset of the Boolean function. The WHT of p(x) with

a Z4-linear offset can be defined as follows.

Pk,c = 2−n/2
∑

x∈GF (2)n

(i)2[p(x)+k·x]+[c·x] k, c ∈ GF(2)n . (3.8)

Definition 3.11

p(x) is bent4 ⇔ ∀ k ∈ GF(2)n ∃c such that |Pk,c| = 1 .

Let RN and RH partition {0, 1, . . . , n− 1}. Let,

U =
∏

j∈RH

Hj

∏
j∈RN

Nj .

s′ = U(−1)p(x) . (3.9)
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Lemma 3.12 p(x) is bent4 if there exists one or more partitions, RN,RH such that s′ is

flat.

Proof: The rows of U , U [t], can be described by (i)ft(x), where x = (x0, x1, . . . , xn−1), and

where the ft’s are linear, ft : GF(2)n → Z4, and the coefficient of xj in any ft ∈ {0, 2} for

j ∈ RH and ft ∈ {1, 3} for j ∈ RN. Therefore s′ can always be expressed, equivalently,

as s′ = (
∏
Hi)(i)2p[x]+[f ′t(x)], where the f ′t’s are linear, f ′t : GF(2)n → GF(2), and the

coefficient of xj in any f ′t is 0 for j ∈ RH, and 1 for j ∈ RN.

An alternative way to define the bent4 property for p(x) quadratic is via a modified form

of the adjacency matrix:

Lemma 3.13 Let p(x) be a quadratic Boolean function. Then, p(x) is bent4 if and only

if det(Γv) = 1 mod 2, for some v ∈ GF(2)n, where Γv is a modified form of Γ with vi in

position [i, i], and v = (v0, v1, . . . , vn−1).

Proof: We first show that the transform of (−1)p(x) by tensor products of H and N

produces a flat spectra if and only if the associated periodic and negaperiodic autocor-

relation spectra have zero out-of-phase values. We then show how these autocorrelation

constraints lead directly to constraints on the associated (modified) adjacency matrix.

Consider a function, p, of just one variable, x0, and let s = (−1)p(x0). Define the

periodic autocorrelation function as follows,

ak =
∑

x0∈GF (2)

(−1)p(x0)+p(x0+k), k ∈ GF(2) .

Then it is well-known that s′ = Hs is a flat spectrum if and only if ak = 0 for k 6= 0.

Define the negaperiodic autocorrelation function as follows,

bk =
∑

x0∈GF (2)

(−1)p(x0)+p(x0+k)+k(x0+1), k ∈ GF(2) .

Then s′ = Ns is a flat spectrum if and only if bk = 0 for k 6= 0. (For p a Boolean function

of just one variable, Hs is never flat and Ns is always flat, but this only holds for one

variable).

We now elaborate on the two claims above. Define s(z) = s0+s1z, a(z) = a0+a1z, and

b(z) = b0 +b1z. Then the periodic and negaperiodic relationships between autocorrelation
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and fourier spectra, as claimed above, follow because periodic autocorrelation can be

realised by the polynomial multiplication, a(z) = s(z)s(z−1) mod (z2−1), with associated

residue reduction, mod (z−1) and mod (z+1), realised by s′ = Hs = 1√
2

(
1 1

1 −1

)
s (with

the Chinese Remainder Theorem realised by H†s′, where ’†’ means transpose conjugate).

By Parseval, s′ can only be flat if a1 = 0. Similarly, negaperiodic autocorrelation can be

realised by the polynomial multiplication, b(z) = s(z)s(z−1) mod (z2 +1), with associated

residue reduction, mod (z − i) and mod (z + i), realised by s′ = Ns = 1√
2

(
1 i

1 −i

)
s

(with the Chinese Remainder Theorem realised by N †s′). By Parseval, s′ can only be flat

if b1 = 0.

We extend this autocorrelation ↔ Fourier spectrum duality to n binary variables by

defining multivariate forms of the above polynomial relationships. If we choose periodic

autocorrelation for indices in RH and negaperiodic autocorrelation for indices in RN, we

obtain the autocorrelation spectra,

Ak,RH,RN
=

∑
x∈GF (2)n

(−1)p(x)+p(x+k)+
Pn−1

i=0 χ
RN

(i)ki(xi+1)
, (3.10)

where k = (k0, k1, . . . , kn−1) ∈ GF(2)n, and χRN
(i) is the characteristic function of RN,

i.e,

χRN
(i) =

 1, i ∈ RN

0, i /∈ RN

In polynomial terms, with z ∈ GF(2)n and s(z) =
∑

j∈GF (2)n sj
∏n−1

i=0 z
ji
i , we have,

ARH,RN
(z) =

∑
k∈GF (2)n

Ak,RH,RN

n−1∏
i=0

zki
i

= s(z0, . . . , zn−1)s(z−1
0 , . . . , z−1

n−1) mod
n−1∏
i=0

(z2
i − (−1)χRN

(i)) .

(3.11)

Then, by appealing to a multivariate version of Parseval’s Theorem, s′ as defined in

(3.9) is flat if and only if Ak,RH,RN
= 0, ∀ k 6= 0.

These constraints on the autocorrelation coefficients of s translate to requiring a

maximum rank property for a modified adjacency matrix, as follows. The condition

Ak,RH,RN
= 0 for k 6= 0 is equivalent to requiring that, if we compare the function

with its multidimensional periodic and negaperiodic rotations (but for the identity rota-

tion), the remainder should be a balanced function. When dealing with quadratic Boolean
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functions, the remainder is always linear or constant. This gives us a system of linear equa-

tions represented by the binary adjacency matrix, Γ, of p(x), with a modified diagonal,

that is with Γi,i = 1 for all i ∈ RN, and Γi,i = 0 otherwise. Let

p(x0, x1, . . . , xn−1) = a01x0x1 + a02x0x2 + · · ·+ aijxixj + · · ·+ an−2,n−1xn−2xn−1 .

Therefore,

p(x) + p(x + k) +
∑n−1

i=0 χRN
(i)kixi =

k0(χRN
(0)x0 + a01x1 + a02x2 + · · ·+ a0,n−1xn−1)

+k1(a01x0 + χRN
(1)x1 + a03x3 + · · ·+ a0,n−1xn−1)

+ · · ·

+kn−1(a0,n−1x0 + a1,n−1xn−1 + · · ·+ an−2,n−1xn−2 + χRN
(n− 1)xn−1) .

This is equal to:

x0(χRN
(0)k0 + a01k1 + · · ·+ a0nkn) + x1(a01k0 + χRN

(1)k1 + · · · a1,n−1kn−1)

+ · · ·+ xn−1(a0,n−1k0 + a1,n−1k1 + · · ·+ an−2,n−1kn−2 + χRN
(n− 1)kn−1) ,

which is balanced unless it is constant. The constant
∑n−1

i=0 χRN
(i)ki will not play any

role in the equation Ak = 0, and can be ignored. We have then the following system of

equations:

χRN
(0)k0 + a01k1 + a02k2 + · · ·+ a0,n−1kn−1 = 0

a01k0 + χRN
(1)k1 + a12k2 + · · ·+ a1,n−1kn−1 = 0

.................................................................................

a0,n−1k0 + a1,n−1k1 + · · ·+ an−2,n−1kn−2 + χRN
(n− 1)kn−1 = 0 .

Writing this system as a matrix, we have:



χ
RN

(0) a01 a02 . . . a0,n−1

a01 χ
RN

(1) a12 . . . a1,n−1

a02 a12 χ
RN

(2) . . . a2,n−1

...
...

...
. . .

...

a0,n−1 a1,n−1 a2,n−1 . . . χ
RN

(n− 1)


.

This is a modification of Γ, with 1 or 0 in position i of the diagonal depending on

whether i ∈ RN or i ∈ RH.
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In general,

p(x) is bent
⇒

6⇐
p(x) is bent4 .

Theorem 3.14 All Boolean functions of degree ≤ 2 are bent4.

Proof: Degree zero and degree one functions are trivial. Now, let p(x) be a quadratic in

n variables. Consider then the adjacency matrix, Γ, associated with p(x). We now prove

that Γv has maximum rank (mod 2) for at least one choice of v, where Γv = Γ + diag(v)

as before. Let M be the (n − 1) × (n − 1) minor associated with the first entry of Γ; in

other words, let Γ =
(

0 A

AT M

)
, where A is a matrix 1× (n− 1), AT its transpose and M a

matrix (n− 1)× (n− 1).

We prove by induction that there exists at least one choice of v such that Γv has

maximum rank (mod 2). The theorem is true for n = 2: in this case, Γ =
(

0 a

a 0

)
.

Then, either det(Γ) = 1, in which case we choose v = (0, 0), or we have a = 0 (empty

graph). In the last case we choose v = (1, 1), so det(Γv) = 1+a = 1. Suppose the theorem

is true for n−1 variables, and we will see that it is true for n variables. If the determinant

of Γ is 1 we take v = (0, . . . , 0) and we are done. If det(Γ) = 0, then we have two cases:

• det(M) = 1: Take v = (1, 0, . . . , 0).

• det(M) = 0: By the induction hypothesis there is at least one choice of v(M) ∈

GF(2)n−1, where v(M) = (v1, . . . , vn−1) such that Mv(M) has full rank. Let v′ =

(0, v1, . . . , vn−1) ∈ GF(2)n. If det(Γv′) = 1 we have finished. If det(Γv′) = 0 we are

in the first case again, so we take v = (1, v1, . . . , vn−1), and we are done.

The theorem follows from lemma 3.13.

Remark: Theorem 3.14 is true even for Boolean functions associated with non-connected

or empty graphs.

Lemma 3.15 Not all Boolean functions of degree > 2 are bent4.

Proof: Counter-example - by computation there are no bent4 cubics of three variables.

Further computations show that there are no bent4 Boolean functions of four variables of

degree > 2. Similarly, there are only 252336 bent4 cubic Boolean functions in five variables
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(out of a possible 220−210, not including affine offsets), and no bent4 Boolean functions of

degree ≥ 4 in five variables. Bent4 cubics of six variables do exist. Lemma 3.15 identifies

an open problem:

What is the maximum algebraic degree of a bent4 Boolean function of n variables?

Theorem 3.16 For Pk,c as defined in 3.8, there is no Boolean function p(x) such that

|Pk,c| = 1 ∀c,k ∈ GF(2)n.

Proof: This is trivial for degree zero and degree one functions. Let p(x) be a quadratic.

Consider the adjacency matrix, Γ, associated with p(x). For degree 2, the theorem is

equivalent to proving that there is a v such that Γv has rank less than maximal. Then:

1. if p(x) is not bent, then we take v = (0, . . . , 0) and we are done.

2. if p(x) is bent, we take M as in the proof for Theorem 3.14. If det(M) = 1, we take

v = (1, 0, . . . , 0) and we are done; if det(M) = 0, modify the diagonal as in the proof

for Theorem 3.14. If the determinant of the new matrix is equal to 0, we are done;

if not, we are in case 1.

Let p(x) be a function of degree higher than quadratic. Consider the proof of Lemma

3.13. We have established that, for a fixed choice of RH and RN, s′, as defined in (3.9),

is flat if and only if Ak,RH,RN
= 0, ∀ k, k 6= 0. Therefore p(x) is such that |Pk,c| = 1

∀c,k ∈ GF(2)n iff Ak,RH,RN
= 0, ∀k, k 6= 0, for all partitions {RH,RN}. In particular, if

p(x) is such that |Pk,c| = 1 ∀c,k ∈ GF(2)n, then the polynomials, ARH,RN
(z), as defined

in (3.11), satisfy ARH,RN
(z) = 2n for all choices of RH and RN (i.e. their out-of-phase

coefficients are all zero). By the Chinese Remainder Theorem (CRT) we can combine

these polynomials for each choice of RH and RN to construct the polynomial,

r(z) mod
n∏

j=0

(z4
j − 1) = CRT{ARH,RN

(z) | ∀RH,RN} , (3.12)

where r(z) = s(z0, z1, . . . , zn−1)s(z−1
0 , z−1

1 , . . . , z−1
n−1).

But as r(z) comprises monomials containing only z−1
i , z0

i , z
1
i , the modular restriction

in (3.12) has no effect on coefficient magnitudes, and

r(z) ≡ r(z) mod
n∏

j=0

(z4
j − 1) .
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to within a multiplication of the coefficients by ±1. It follows, by application of the CRT

to (3.12) that, if ARH,RN
(z) = 2n, ∀RH,RN, then r(z) = 2n also, i.e. r(z) is integer. But

this is impossible as the coefficients of the maximum degree terms,
∏

j z
−1uj

j , uj ∈ Z2, in

r(z) can never be zero, but are always ±1.

Remark: Although we proved theorem 3.16 only for Boolean functions, it is possible

to generalise the theorem for functions GF(2)n → GF(q), for any even integer q.

3.4.3 Bent Properties with respect to {I,H}n

We now investigate certain spectral properties of Boolean functions with respect to the set

of transforms {I,H}n, that is, the set of 2n transforms of the form
∏

j∈RI
Ij
∏

j∈RH
Hj ,

where the sets RI and RH partition {0, . . . , n − 1}. [67] has investigated other spectral

properties w.r.t. {I,H}n, such as weight hierarchy if the graph is bipartite.

The WHT of the subspace of a function from GF(2)n to GF(2), obtained by fixing a

subset, RI, of the input variables, can be defined as follows. Let θ ∈ GF(2)n be such that

θj = 1 iff j ∈ RI. Let r � θ, where ‘�’ means that θ ‘covers’ r, i.e. ri ≤ θi, ∀i. Then,

Pk,r,θ = 2−(n−wt(θ))/2
∑

x=r+y|y�θ̄

(−1)p(x)+k·x k � θ̄, r � θ . (3.13)

Definition 3.17

p(x) is I-bent ⇔ ∃θ such that |Pk,r,θ| = 1 ∀k � θ̄,∀r � θ ,

where wt(θ) < n.

Let

U =
∏

j∈RI

Ij
∏

j∈RH

Hj . (3.14)

Lemma 3.18 p(x) is I-bent if there exist one or more partitions, RI,RH such that s′ =

U(−1)p(x) is flat, where |RI| < n.
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An alternative way to define the I-bent property of p(x) is via its associated adjacency

matrix, Γ. Let ΓI be the adjacency matrix obtained from Γ by deleting all rows and

columns of Γ with indices in RI.

Lemma 3.19 For quadratic p(x),

p(x) is I-bent ⇔ ΓI has maximum rank, mod 2

for one or more choices of RI where |RI| < n.

In general,

p(x) is bent
⇒

6⇐
p(x) is I-bent .

Theorem 3.20 All quadratic Boolean functions are I-bent.

Proof: It is easy to show that all quadratic Boolean functions of 2 variables are I-bent.

The theorem follows by observing that all adjacency matrices, Γ, representing quadratic

functions of n > 2 variables contain 2×2 non-zero submatrices, obtained from Γ by delet-

ing all rows and columns of Γ with indices RI, for |RI| = n− 2.

Lemma 3.21 Not all Boolean functions of degree > 2 are I-bent.

Proof: Counter-example - by computation there are no I-bent cubics of three variables.

Further computations show that there are only 416 I-bent cubics in four variables, and

no I-bent quartics in four variables. There are only 442640 I-bent cubics, only 1756160

I-bent quartics in five variables, and no I-bent quintics in five variables. I-bent cubics in

six variables do exist. Lemma 3.21 indicates an open problem:

What is the maximum algebraic degree of an I-bent Boolean function of n variables?

Theorem 3.22 There is no Boolean function p(x) with the property |Pk,r,θ| = 1 ∀ θ,k, r,

k � θ̄, r � θ.

Proof: Let s = (−1)p(x). Let |RI| = n− 1. Then for U as defined in (3.14), s′ cannot be

flat.
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3.4.4 Bent Properties with respect to {I,H, N}n

The {H,N}n−|RI| set of transforms of the subspace of a function from GF(2)n to GF(2),

obtained by fixing a subset, RI, of the input variables, is defined as follows. Let θ ∈ GF(2)n

be such that θj = 1 iff j ∈ RI. Let r � θ. Then,

Pk,c,r,θ = 2−(n−wt(θ))/2
∑

x=r+y|y�θ̄

(i)2[p(x)+k·x]+[c·x] k, c � θ̄, r � θ . (3.15)

Definition 3.23

p(x) is I-bent4 ⇔ ∃c, θ such that |Pk,c,r,θ| = 1 ∀k � θ̄,∀r � θ ,

where wt(θ) < n.

Let RI, RH and RN partition {0, 1, . . . , n− 1}. Let,

U =
∏

j∈RI

Ij
∏

j∈RH

Hj

∏
j∈RN

Nj . (3.16)

s′ = U(−1)p(x) . (3.17)

Lemma 3.24 p(x) is I-bent4 if there exists one or more partitions, RI,RH,RN such that

s′ is flat, where |RI| < n.

As a generalization of (3.10), we get flat spectra for one or more partitions RI,RH,RN

iff

Ak,RI,RH,RN
=

∑
x=r+y|y�θ̄

(−1)p(x)+p(x+k)+
Pn−1

i=0 χ
RN

(i)ki(xi+1) = 0, ∀k 6= 0 ,

where θj = 1 iff j ∈ RI, r � θ, and rj = kj if j ∈ RI.

An alternative way to define the I-bent4 property when p(x) is quadratic is via its

associated adjacency matrix, Γ. Let ΓI,v be the matrix obtained from Γv when we erase

the ith row and column if i ∈ RI.

Lemma 3.25 For quadratic p(x),

p(x) is I-bent4 ⇔ ΓI,v has maximum rank, mod 2, where v � θ̄

for one or more choices of v and θ where wt(θ) < n.
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In general,

p(x) is bent
⇒

6⇐

p(x) is bent4

p(x) is I-bent

⇒

6⇐
p(x) is I-bent4 .

Lemma 3.26 All Boolean functions are I-bent4.

Proof: From Theorem 3.7, the action of a single Uv on a Boolean function, p(x), of any

degree, always gives a flat output spectra, for any value of v. This gives (at least) n flat

spectra for any Boolean function.

Corollary 3.27 There are no Boolean functions p(x) such that |Pk,c,r,θ| = 1 ∀θ, c,k, r,

k, c � θ̄, r � θ.

Proof: Follows from theorems 3.16 or 3.22.

It is natural to ask whether, for a given quadratic, p(x), there exists at least one

member of its LC-orbit which is bent. If so, then we state that the graph state, p(x), and

its associated LC-orbit, is LC-bent. More formally,

Definition 3.28 The graph state, p(x) (a quadratic Boolean function), and its associated

LC-orbit is LC-bent if ∃ p′(x) such that p′(x) ∈ LC-orbit(p(x)), and such that p′(x) is

bent.

For example, the bent function x0x1 + x0x2 + x0x3 + x1x2 + x1x3 + x2x3 is in the same

LC-orbit as x0x1 +x0x2 +x0x3 so, although x0x1 +x0x2 +x0x3 is not bent, it is LC-bent.

In general, for p(x) quadratic,

p(x) is bent
⇒

6⇐
p(x) is LC-bent .

Theorem 3.29 Not all quadratic Boolean functions are LC-bent.

Proof: By computation, the LC-orbit associated with the n = 6-variable Boolean function,

x0x4 + x1x5 + x2x5 + x3x4 + x4x5 is not LC-bent.

By computation it was found that all quadratic Boolean functions of n ≤ 5 variables are
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LC-bent. Table 16.1 lists orbit representatives for those orbits which are not LC-bent,

for n = 2 to 9, and provides a summary for n = 10, where the Boolean functions are

abbreviated so that, say, ab, de, fg is short for xaxb + xdxe + xfxg. For those orbits which

are not LC-bent we provide the maximum rank satisfied by a graph within the orbit.

n ANF for the orbit representative Max. Rank within Orbit

2-5 - -

6 04,15,25,34,45 4

7 - -

8 07,17,27,37,46,56,67 6

06,17,27,37,46,56,67 6

07,17,25,36,46,57,67 6

06,17,27,36,45,46,47,56,57,67 6

07,16,26,35,45,47,67 6

9 08,18,28,38,47,57,67,78 6

08,18,26,37,47,56,68,78 6

10 08,19,29,39,49,58,68,78,89 6

51 other orbits 8

Table 3.1: Representatives for all LC-Orbits which are not LC-bent for n = 2 to 10

3.5 Further Spectral Symmetries of Boolean Functions

The power spectrum of the WHT of a Boolean function is invariant to within a re-ordering

of the spectral elements after an invertible affine transformation of the variables of the

Boolean function 2. This implies that bent Boolean functions remain bent after affine

transform. However, the set of {I,H,N}n power spectra are not an invariant of affine

transformation. In this section we ascertain for which binary transformations (other than

LC) the power spectra of the {I,H,N}n transform remains invariant to within a re-

ordering of the spectral elements within each spectrum. We refer to the complete set of

3n × 2n power spectral values w.r.t. {I,H,N}n as SIHN. Moreover, ’invariance’ is to

within any re-ordering of the 3n × 2n spectral elements. From the discussion of sections
2 The power of the kth spectral element, Pk, is given by |Pk|2, where Pk is defined in (3.6).

50



3.3.1 and 3.3.2 it is evident that SIHN of a quadratic Boolean function is LC-invariant.

However the LC-orbit is not the only spectral symmetry exhibited with respect to SIHN.

We identify the following symmetries.

Lemma 3.30 Let p(x) be a Boolean function of any degree. Then SIHN of p(x) and

SIHN of p(x) + l(x) are equivalent, where l is any affine function of its arguments.

Lemma 3.31 Let p(x) be a Boolean function of any degree over n variables. Then SIHN

of p(x) and SIHN of p(x + a) are equivalent, where a ∈ GF(2)n.

Proof: Replacing xj with xj +1 within any p(x) is equivalent to the action of the ’bit-flip’

operator, σx =
(

0 1

1 0

)
, at position j of the transform on (−1)p(x), applying I in the rest

of the positions.

We can rewrite Hσx as follows,

Hσx = 1√
2

 1 1

1 −1

 0 1

1 0

 = 1√
2

 1 0

0 −1

 1 1

1 −1


=

 1 0

0 −1

H = σzH .

In other words, a bit-flip (or periodic shift) followed by the action of H is identical to the

action of H followed by a ’phase-flip’. (This is well-known to quantum code theorists).

The final phase-flip is a member of the set D (see section 3.3 for a definition of D) so does

not change the magnitude of the spectral values produced by H. Therefore the power

spectra produced by H is invariant to prior periodic shift.

We can rewrite Nσx as follows,

Nσx = 1√
2

 1 i

1 −i

 0 1

1 0

 = 1√
2

 0 i

−i 0

 1 i

1 −i


=

 0 i

−i 0

N = −σyN ,

where σy is one of the four Pauli matrices. In other words, a bit-flip (or periodic shift)

followed by the action of N is identical to the action of N followed by a member of the

set D. Therefore the power spectra produced by N is invariant to a prior periodic shift.
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The above argument is trivial with respect to I. The argument extends naturally to

any n-dimensional tensor product of I, H, and N .

Let p(x) be a Boolean function of any degree over n variables. We perform a combi-

nation of affine offset and periodic shift on p(x) by the following operation:

p(x)⇒ p(x + a) + c · x + d ,

where a, c ∈ GF(2)n, d ∈ GF(2), and ’·’ is the scalar product.

The symmetries generated by affine offset and periodic shift include all symmetries

generated by any combination of periodic and negaperiodic shift, because we perform

periodic and negaperiodic shifts on p(x) by the following operation:

p(x)⇒ p(x + a) + c · x + wt(c), c � a ,

where a, c ∈ GF(2)n, ’c � a’ means that ci ≤ ai, ∀i (i.e. a covers c), and wt(c) is the

binary weight of c. The one positions in a identify variables xi which are to undergo

periodic or negaperiodic shift, and the one positions in c identify the variables xi which

are to undergo negaperiodic shift. The combined periodic and negaperiodic symmetry

induced by {I,H,N}n implies an aperiodic symmetry, as discussed in [28].

3.6 Conclusion

This chapter has examined the spectral properties of Boolean functions with respect to the

transform set formed by tensor products of the identity, I, the Walsh-Hadamard kernel,

H, and the Negahadamard kernel, N (the {I,H,N}n transform set). In particular, the

idea of a bent Boolean function has been generalised in a number of ways to {I,H,N}n.

Various theorems about the generalised bent properties of Boolean functions have been

established. We showed how a quadratic Boolean function maps to a graph and how the

local unitary equivalence of these graphs can be realised by successive application of the LC

operation - Local Complementation - or, alternatively, by identifying a subset of the flat

spectra with respect to {I,H,N}n. For quadratic Boolean functions it was further shown

how the {I,H,N}n set of transform spectra could be characterised by looking at the ranks

of suitably modified versions of the adjacency matrix. Concretely, we prove that a function
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will have a flat spectrum w.r.t. a transform in {I,H,N}n iff a certain modification of its

adjacency matrix, concretely the matrix resultant of the following actions, has non-zero

determinant mod 2:

• for i ∈ RI, we erase the ith row and column

• for i ∈ RN, we substitute 0 for 1 in position [i, i]

• for i ∈ RH, we leave the ith row and column unchanged.

In chapter 4, we shall apply this method to enumerate the flat spectra w.r.t. {I,H}n,

{H,N}n and {I,H,N}n for certain specific functions.
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Chapter 4

Generalised Bent Criteria –

Recursive Relationships

The results for this chapter can be found in [75].

4.1 Overview

In this chapter, we apply the techniques presented in chapter 3, to prove that, for certain

recursive quadratic Boolean constructions, one can establish simple recursive relationships

for the number of flat spectra w.r.t. the {I,H,N}n transform set. For those Boolean con-

structions, we prove simple recursions for the number of flat spectra w.r.t. the {I,H,N}n

transform set or subsets thereof. We also observe that optimal Quantum Error-correcting

Codes (QECCs), interpreted as quadratic Boolean functions, appear to maximise the num-

ber of flat spectra w.r.t. {I,H,N}n. Very loosely, for Boolean functions of fixed degree, the

more flat (or near-flat) spectra w.r.t. {I,H,N}n we obtain for the function, the stronger

it is cryptographically, and the more entangled it is when interpreted as a quantum state

[67, 45].

In sections 4.2, 4.3 and 4.4, we compute, by means of a modified adjacency matrix, the

number of flat spectra for some Boolean functions w.r.t {H,N}n, {I,H}n and {I,H,N}n

respectively. It is desirable to identify Boolean functions which maximise the number of flat

spectra w.r.t. {I,H,N}n, as this is a criterion for high entanglement for the corresponding

pure multipartite quantum states which are represented by Boolean functions [67, 45]. We
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will see that the quadratic line and clique functions appear to maximise the number of

flat spectra w.r.t. {H,N}n and {I,H}n, respectively, and that the quadratic functions

representing high-distance QECCs appear to maximise the number of flat spectra w.r.t.

{I,H,N}n. Recent graphical descriptions for these optimal QECCs [29] suggest that

nested-clique structures may maximise the number of flat spectra w.r.t. {I,H,N}n. As

an initial step towards the analysis of such functions we provide recursive formulae for the

number of flat spectra for the ’clique-line-clique’ structure.

Some recent papers [2, 1, 4, 5] have proposed interlace polynomials to describe some

properties of graphs. In particular, polynomials q(x) and Q(x) are defined, and proven

to be certain Martin polynomials, as proposed by Bouchet [17]. It can be shown that

q(x) and Q(x) summarise certain aspects of the spectra of a graph w.r.t. {I,H}n and

{I,H,N}n, respectively. In particular, q(1) and Q(2) evaluate the number of flat spectra

w.r.t. {I,H}n and {I,H,N}n, respectively. We develop these ideas in chapter 5.

Section 4.5 contains a few concluding remarks. The results of this chapter are sum-

marised in the appendix of the chapter (section 4.6).

4.2 Number of Flat Spectra: {H, N}n

We wish to construct Boolean functions that have flat spectra w.r.t. the largest possible

subset of {H,N}n transforms. The multivariate complementary set constructions of [68]

provide candidate functions. The simplest and strongest of these is the line function (or

path graph) [81, 39, 31].

4.2.1 Line

The line function in n variables, pl
n(x), is defined as

pl
n(x) =

n−2∑
j=0

xjxj+1 + c · x + d , (4.1)

where x, c ∈ GF(2)n, x = (x0, . . . , xn−1), and d ∈ GF(2). Its number of flat spectra with

respect to {H,N}n is as follows:
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Lemma 4.1 The number of flat spectra of the line w.r.t. {H,N}n, KHN
n (pl

n(x)), is

KHN
n (pl

n(x)) = 2n −KHN
n−1(p

l
n−1(x)), with KHN

1 (pl
1(x)) = 1; in closed form,

KHN
n (pl

n(x))) =
1
3
(
2n+1 + (−1)n

)
.

Proof: The generic modified matrix of the line for {H,N}n is as follows:

Γv =



v0 1 0 0 . . . 0 0

1 v1 1 0 . . . 0 0

0 1 v2 1 . . . 0 0
...

...
...

...
. . .

...
...

0 0 0 0 . . . 1 vn−1


,

where v = (v0, . . . , vn−1) ∈ GF(2)n.

Computing the determinant, we get the recursion formula

Dn = v0Dn−1 +Dn−2 mod 2 , (4.2)

where Dn−j is the determinant of the generic modified matrix of the line in the variables

xj , . . . , xn−1. The spectrum will be flat iff Dn = 1. In order to get this, we consider the

following cases:

1. Dn−1 = 0, Dn−2 = 0. In this case, Dn = 0, so the spectrum cannot be flat.

2. Dn−1 = 0, Dn−2 = 1. In this case, v0 can be 0 or 1.

3. Dn−1 = 1, Dn−2 = 1. In this case, v0 = 0.

4. Dn−1 = 1, Dn−2 = 0. In this case, v0 = 1.

We then have KHN
n (pl

n(x)) = 2K1 +K2 +K3, where Ki is the number of times the

ith case is true. Note that

{v1, . . . , vn−1|Dn−1 = Dn−2 = 1} ∪ {v1, . . . , vn−1|Dn−1 = 1, Dn−2 = 0} =

{v1, . . . , vn−1|Dn−1 = 1} ,

and therefore K2 +K3 = KHN
n−1(p

l
n−1(x)).

We see now that

{v1, . . . , vn−1|Dn−1 = 0, Dn−2 = 1} = {v1, . . . , vn−1|Dn−1 = 0} ,
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and so K1 = 2n−1 − Kn−1. Suppose Dn−1 = Dn−2 = 0. By the equation Dn−1 =

v1Dn−2 + Dn−3 (obtained from 4.2), this implies Dn−3 = 0. By the same argument, we

must have Di = 0, 1 ≤ i ≤ n−1. However, if D1 = vn−1 = 0 then D2 = vn−2vn−1 +1 = 1,

which leads to a contradiction.

Finally, we get KHN
n (pl

n(x)) = 2(2n−1 − KHN
n−1(p

l
n−1(x))) + KHN

n−1(p
l
n−1(x)) = 2n −

KHN
n−1(p

l
n−1(x)). Expanding this recurrence relation, and using the fact thatKHN

1 (pl
1(x)) =

1, we get KHN
n (pl

n(x)) =
n∑

k=0

(−1)n+k2k =
1
3
(
2n+1 + (−1)n

)
, as claimed.

4.2.2 Clique

We recall here definition 2.23: the clique function or complete graph is defined as the graph

in which an edge connects every pair of vertices. In ANF terms, this is equivalent to:

Definition 4.2 The clique function or complete graph is defined as

pc
n(x) =

∑
0≤i<j≤n−1

xixj , (4.3)

where x = (x0, . . . , xn−1) ∈ GF(2)n.

For this function, the number of flat spectra with respect to {H,N}n is given as follows:

Lemma 4.3 The number of flat spectra of the clique function w.r.t. the set {H,N}n,

KHN
n (pc

n(x)), is KHN
n (pc

n(x)) = KHN
n−1(p

c
n−1(x)) + 1 + (−1)n; in closed form,

KHN
n (pc

n(x)) = n+
1 + (−1)n

2
.

Proof: The generic modified adjacency matrix of the clique is as follows:

Γv =



v0 1 1 1 . . . 1

1 v1 1 1 . . . 1

1 1 v2 1 . . . 1
...

...
...

...
. . .

...

1 1 1 1 . . . vn−1


.

Applying N to the bipolar vector of the clique function, (−1)pc
n(x), in the position i is

equivalent to making vi = 1. If two or more of the vi’s are 1, then the matrix will not have
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full rank, so |RN| ≤ 1. We will denote as D the determinant of the modified adjacency

matrix Γv.

First, suppose |RN| = 1. Let vi ∈ RN. In this case, we get D = det(Γv) = det(Γ)+m,

wherem is the minor corresponding to vi. Obviously, m is the determinant of the adjacency

matrix of a clique in n − 1 variables. It is easy to show that the clique in n variables is

bent iff n is even. So, if n is even, we have det(Γ) = 1, m = 0, and so D = 1. On the

other hand, if n is odd, we have det(Γ) = 0, m = 1, and so D = 1. This means that for

every position in which we choose to apply N , we have a flat spectrum, and therefore we

get n flat spectra for this case.

Now, suppose |RN| = 0. Since the clique is bent in an even number of variables, we

have flat spectra iff n is even.

From the preceding argument, we see that KHN
n (pc

n(x)) = n+ 1+(−1)n

2 . The recurrence

formula follows trivially.

4.2.3 Clique-Line-Clique

By combining the clique and line graphs in certain ways we can get an improvement in

the number of flat spectra of a clique in the same number of variables, though we are still

far from the number of flat spectra of a line in the same number of variables.

Specifically, if we define the n clique-line-m clique as

pn,m(x) =
∑

0≤i<j≤n−1

xixj + xn−1xn +
∑

n≤i<j≤n+m−1

xixj , (4.4)

where x = (x0, . . . , xn+m−1) ∈ GF(2)n+m, the number of flat spectra w.r.t. {H,N}n+m is

as given as follows:

Lemma 4.4 The number of flat spectra of the n clique-line-m clique w.r.t. {H,N}n,

KHN
n (pn,m(x)), for n, m ≥ 1, is

KHN
n,m (pn,m(x)) = 3nm− n(1+(−1)m

2 )−m(1+(−1)n

2 )

+ 3(1+(−1)n

2 )(1+(−1)m

2 ) .

Proof: The generic modified adjacency matrix of the graph is as follows:
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Γv =



v0 1 1 . . . 1 0 0 0 . . . 0

1 v1 1 . . . 1 0 0 0 . . . 0
...

...
...

. . .
...

...
...

...
. . .

...

1 1 1 . . . vn−1 1 0 0 . . . 0

0 0 0 . . . 1 vn 1 1 . . . 1

0 0 0
. . . 0 1 vn+1 1 . . . 1

...
...

...
...

...
...

...
...

. . .
...

0 0 0 0 0 1 1 1 . . . vn+m−1



.

Solving the determinant by minors along the nth column or row, we see that |Γv| =

|Gc|+C, where Gc is the generic modified adjacency matrix of the two independent cliques:

Gc =



v0 1 1 . . . 1 0 0 0 . . . 0

1 v1 1 . . . 1 0 0 0 . . . 0
...

...
...

. . .
...

...
...

...
. . .

...

1 1 1 . . . vn−1 0 0 0 . . . 0

0 0 0 . . . 0 vn 1 1 . . . 1

0 0 0
. . . 0 1 vn+1 1 . . . 1

...
...

...
...

...
...

...
...

. . .
...

0 0 0 0 0 1 1 1 . . . vn+m−1


and C is the product of the first (n− 1)× (n− 1) minor and the last (m− 1)× (m− 1)

minor:

C =

∣∣∣∣∣∣∣∣∣∣∣

v0 1 1 . . . 1

1 v1 1 . . . 1
...

...
...

. . .
...

1 1 1 . . . vn−2

∣∣∣∣∣∣∣∣∣∣∣
·

∣∣∣∣∣∣∣∣∣∣∣

vn+1 1 1 . . . 1

1 vn+2 1 . . . 1
...

...
...

. . .
...

1 1 1 . . . vn+m−1

∣∣∣∣∣∣∣∣∣∣∣
.

The first minor corresponds to the determinant of a clique in n− 1 variables, say C1,

and the second to that of a clique in m− 1 variables, say C2.

As seen in the proof of lemma 4.3, we have to look separately at the different cases

that arise from the parities of n and m. For brevity, we will denote by Kc
n the number of

flat spectra of the clique in n variables w.r.t. {H,N}n.
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• Case n,m odd: Here, C = 0 iff two or more of the v0, v1, . . . , vn−2 and/or two or

more of vn+1, vn+2, . . . , vn+m−1 are equal to 1. In that case |Gc| = 0 as well, since

there will be linear dependence in the rows of Gc. Therefore the only case in which

we obtain |Γv| = 1 is when C = 1 and |Gc| = 0.

The number of times |C1| = 1 is Kc
n−1, and the number of times |C2| = 1 is Kc

m−1.

Hence, we can have C = 1 in Kc
n−1K

c
m−1 ways, and the rank of Γv will depend on

its rows containing the variables vn−1 and vn. The way to get |Gc| = 0 is to make

the choice of vn−1 and vn such that it makes the first and/or second cliques within

Gc not flat. Therefore,

KHN
n,m = Kc

n−1(2K
c
m−1) +Kc

m−1(2K
c
n−1 −Kc

n−1) =

3(n− 1 + 1+(−1)n−1

2 )(m− 1 + 1+(−1)m−1

2 ) .

• Case n even, m odd: Here, C = 0 as above and also iff v0 = v1 = . . . = vn−2 = 0. In

the last case it is possible to have |Gc| = 1 iff both cliques within Gc have flat spectra.

This happens 2Kc
m times: for the first clique we have v0 = v1 = . . . = vn−2 = 0

and so vn−1 can be 0 or 1. Adding this to the number we found above, we get

3(n− 1 + 1+(−1)n−1

2 )(m− 1 + 1+(−1)m−1

2 ) + 2m+ 1 + (−1)m .

• Case n odd, m even: As in the previous case, we get

3(n− 1 + 1+(−1)n−1

2 )(m− 1 + 1+(−1)m−1

2 ) + 2n+ 1 + (−1)n .

• Case n,m even: In this case we have all the flat spectra of the second case, plus the

number of flat spectra coming from vn+1 = vn+2 = . . . = vn+m−1 = 0 which are not

already counted. This number is 2(Kc
n−1 − 2). Adding it to the rest we get

3(n− 1 + 1+(−1)n−1

2 )(m− 1 + 1+(−1)m−1

2 ) + 2(m+ n− 1) + (−1)m + (−1)n .

Summing up and simplifying, we get the desired formula.

Note: The formula is still valid for n or m equal to 1, if we consider Kc
0 = 1.

4.2.4 Comparison

Table 4.1 summarises our results for the {H,N}n transform set. Further computational

results show that, for n ≤ 8 and n ≤ 5, the line has the maximum number of flat spec-
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tra w.r.t. {H,N}n over the set of quadratics and over the set of all Boolean functions,

respectively. We can therefore conjecture the following:

Conjecture 4.5 Over the set of all Boolean functions, the line function, as defined in

(4.1), maximizes the number of flat spectra w.r.t. {H,N}n.

4.3 Number of Flat Spectra: {I, H}n

As in the previous section, it would also be interesting to construct Boolean functions

with the largest possible number of flat spectra w.r.t. {I,H}n. Note that for the interlace

polynomial, q(x), of a graph, as defined in [4], one can show that q(1) is the number of flat

spectra w.r.t. {I,H}n.

4.3.1 Line

The number of flat spectra of the line function, as defined by (4.1), with respect to {I,H}n,

is the Fibonacci recurrence:

Lemma 4.6 The number of flat spectra of the line function in n variables w.r.t. {I,H}n,

KIH
n (pl

n(x)), follows the relationship KIH
n (pl

n(x)) = KIH
n−1(p

l
n−1(x))+KIH

n−2(p
l
n−2(x)), with

initial values KIH
0 (pl

0(x)) = KIH
1 (pl

1(x)) = 1; in closed form,

KIH
n (pl

n(x)) =
(1 +

√
5)n+1 − (1−

√
5)n+1

2n+1
√

5
.

Proof: We are first going to see that

K(k) =
∑

Pk
λ=0 tλ=n−k

k∏
j=0

KH
tj ,

where K(k) is the number of flat spectra when |RI | = k, and KH
i is the number of flat

spectra in i variables of the line function, after the fixing of the variables in RI , w.r.t.

{H}i. It is easy to see that KH
i = 1+(−1)i

2 , with KH
0 = 1.

Let RI = {i0, . . . , ik−1}. Then,

D(k) = det(ΓI) = D0,...,i0−1Di0+1,...,i1−1 · · ·Dik+1,...,n−1 , (4.5)
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where Dk0,...,kt is the determinant of the generic modified matrix of the line, ΓI , in the

variables xk0 , . . . , xkt . With a slight abuse of notation, in the cases i0 = 0, ij+1 = ij + 1

or ik = n− 1, we will consider the corresponding determinant of the empty matrix to be

equal to 1. To prove this formula we use induction on k:

Case k = 0 (RI = ∅). Evidently, D(0) = D0,...,n−1.

Case k = 1. In this case RI = {i0}. When we ’cross out’ the ith0 row and column from

the matrix, we get a block matrix of four blocks in which both anti-diagonal blocks are

zero. D(1) = 1 if and only if the rows of the matrix are linearly independent. But because

of the anti-diagonal blocks being zero, that happens if and only if in each of the other two

blocks the rows are linearly independent, that is if the determinants of both blocks are

equal to 1. In other words, D(1) = D0,...,i0−1Di0+1,...,n−1.

Suppose the statement holds for |RI | = m: let RI = {j0, . . . , jm−1}; then, we have

D(m) = D0,...,j0−1 · · ·Djm−1+1,...,n−1. We will see that it is true for |RI | = m+ 1:

Let RI = {i0, . . . , im} = {j0, . . . , jl, λ, jl+1, . . . , jm−1}. Then, by induction hypothesis

D(m+ 1) = D0,...,j0−1 · · ·Djl+1,...,jl+1−1
λ · · ·Djm−1+1,...,n−1, where Djl+1,...,jl+1−1

λ represents

the determinant Djl+1,...,jl+1−1 with the λth row and column crossed out. From the case

k = 1, we see that

D
jl+1,...,jl+1−1
λ = Djl+1,...,λ−1Dλ+1,...,jl+1−1 ,

and that concludes the proof of equation (4.5).

The determinant on the left hand side of equation (4.5) is equal to 1 iff each one of

the determinants on the right hand side is equal to 1. But each determinant Dk0,...,kt will

be equal to 1 exactly KH
kt−k0+1 times. Consequently, for RI = {i0, . . . , ik−1}, the number

of flat spectra is KH
i0
KH

i1−i0−1 · · ·KH
n−1−ik−1

and so

K(k) =
∑

|RI |=k

KH
i0K

H
i1−i0−1 · · ·KH

n−1−ik−1
.

The summands that appear in K(k) are all possible products
∏
KH

i such that the sum of

the indices is n− k, so we have

K(k) =
∑

Pk
λ=0 tλ=n−k

k∏
j=0

KH
tj .

If we write the indices as a vector, (t0, . . . , tn−1), where
∑n−1

l=0 tl = n − k, then for

(t1, . . . , tn−1) we have that
∑n−1

l=1 tl = n − k − t0. Hence, for all possible vectors in
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KIH
n =

∑n−1
k=0 K(k), we have all possible vectors in the lesser indices, as follows:

KIH
n = KH

n +KH
n−1K

IH
0 +KH

n−2K
IH
1 + . . .+KH

0 K
IH
n−1 = KH

n +
n−1∑
i=0

KH
n−1−iK

IH
i , (4.6)

where KIH
n = KIH

n (pl
n(x)). For the rest of the proof, we are going to omit the superscript

H for KH
n ; we will use extensively that Kn +Kn+1 = 1.

Using (4.6), we get

KIH
n+2 = Kn+2 +

n+1∑
i=0

Kn+1−iK
IH
i

= Kn+2 +
n∑

i=0

Kn+1−iK
IH
i +K0K

IH
n+1

= Kn+2 +
n∑

i=0

Kn+1−iK
IH
i +Kn+1 +

n∑
i=0

Kn−iK
IH
i

= Kn+1 +Kn+2 +
n∑

i=0

KIH
i (Kn−i +Kn+1−i)

= 1 +
n∑

i=0

KIH
i = 1 +

n−1∑
i=0

KIH
i +KIH

n

= 1 +
n−1∑
i=0

KIH
i (Kn−1−i +Kn−i) +KIH

n K0

= Kn +Kn+1 +
n−1∑
i=0

Kn−1−iK
IH
i +

n∑
i=0

Kn−iK
IH
i

= KIH
n +KIH

n+1

This gives us the recurrence relation, and from there we get the closed formula.

Remark: This result was obtained independently in [4] as the evaluation of the inter-

lace polynomial q(x) for the path graph at x = 1 (see chapter 5).

4.3.2 Clique

The clique function, as defined in (4.2) satisfies the following lemma:

Lemma 4.7 The number of flat spectra of the clique function in n variables w.r.t. the set

{I,H}n, denoted by KIH
n (pc

n(x)), is KIH
n (pc

n(x)) = 2n−1.
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Proof: It is easy to show from its adjacency matrix that the clique function of n variables

is bent for n even. Consider the sub-functions of the n-variable clique function, obtained

by fixing a subset of the input variables, RI. These sub-functions will also be cliques and

will be bent iff n−|RI| is even. The lemma follows by straightforward counting arguments.

Remark: This result was obtained independently in [4] as the evaluation of the inter-

lace polynomial q(x) for the complete graph at x = 1.

4.3.3 Clique-Line-Clique

For the n-clique-line-m-clique, as defined in (4.4), we get:

Lemma 4.8 The number of flat spectra of the n-clique-line-m-clique w.r.t. {I,H}n,

KIH
n,m(pn,m(x)), for n, m ≥ 1 such that n+m ≥ 4, satisfies

KIH
n,m(pn,m(x)) = 2KIH

n−1,m(pn−1,m(x)) = 2KIH
n,m−1(pn,m−1(x)) ;

in closed form,

KIH
n,m(pn,m(x)) = 5 · 2n+m−4 .

Proof: We begin the proof with some observations. Firstly, note that by fixing one of the

connecting variables, xn−1 or xn, we get two independent cliques, either in n − 1 and m

variables respectively or in n and m − 1 variables respectively. Secondly, if we fix any of

the other variables instead, we get the same kind of clique-line-clique graph. Thirdly, from

the proof of lemma 4.4, we can deduce that pn,m is bent iff n+m is even.

By the first and second observations, and considering that the order in which we fix

doesn’t matter, we get three separate cases:

• Case 1: We can fix any variables but xn−1 and xn, the connecting variables. Then,

by the second and third observations, we have flat spectra by fixing t variables iff

n + m − 2 − t is even; that is, if n + m − t is even. Therefore the number of flat
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spectra for this case is:

N1 =



(n+m)/2∑
k=0

 n+m− 2

2k

 if n+m even

(n+m−1)/2∑
k=0

 n+m− 2

2k + 1

 if n+m odd

• Case 2: We fix xn, and we can fix any variables but xn−1. First, we fix xn. We

then get two independent cliques, one of n and the other of m− 1 variables. We can

now fix any of the remaining variables but xn−1; when we fix t1 variables in the first

clique and t2 in the second, we obtain a flat spectrum iff n− t1 and m− 1− t2 are

both even. Thus,

N2 = 2m−2 ·



(n−1)/2∑
k=0

 n− 1

2k

 if n odd

(n−2)/2∑
k=0

 n− 1

2k + 1

 if n even

• Case 3: We fix xn−1, and we can fix any of the remaining variables. First, we

fix xn−1. We thus have two independent cliques, one of n − 1 and the other of m

variables. We can then fix any of the remaining variables; when we fix t1 variables

in the first clique and t2 in the second, we obtain a flat spectrum iff n− 1− t1 and

m− t2 are both even. Thus,

N3 = 2n−22m−1 .

Clearly, KIH
n,m(pn,m(x)) = K1+K2+K3; in principle, the result depends on the parity

of n and m. However,
s/2∑
k=0

(
s

2k

)
= 1 +

s/2∑
k=1

[(
s− 1

2k

)
+

(
s− 1

2k − 1

)]
= 1 +

s−1∑
i=1

(
s− 1

i

)
= 2s−1 ,

and in the same way
(s−1)/2∑

k=0

(
s

2k + 1

)
=

(s−1)/2∑
k=1

[(
s− 1

2k + 1

)
+

(
s− 1

2k

)]
=

s−1∑
i=0

(
s− 1

i

)
= 2s−1 .

Therefore, in all cases, we get KIH
n,m(pn,m(x)) = 5 · 2n+m−4, and from here, trivially,

the recurrence relation.
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4.3.4 Comparison

Table 4.1 summarises our results for the {I,H}n transform set. Given the results obtained,

and as there are no bent functions in an odd number of variables, we arrive at the following:

Theorem 4.9 Over the set of all Boolean functions, the clique function, as defined in

(4.2), maximises the number of flat spectra w.r.t. {I,H}n.

Proof: From the proof of Lemma 4.7, the spectrum is flat iff n′ = n − |RI| is even, in

which case the constituent 2n−n′ sub-functions over n′ variables, obtained from the clique

function by considering all possible fixings of the variables in RI, are all bent. But it is

well-known that no Boolean function over n′ variables is bent if n′ is odd. So the clique

function obtains the maximum possible number of flat spectra w.r.t. {I,H}n.

Remark: Note that we have not proved that no other Boolean function exists with the

same number of flat spectra w.r.t. {I,H}n as the clique function, but the existence of

such a function seems unlikely.

4.4 Number of Flat Spectra: {I, H, N}n

As deduced from computational results, high-distance stabilizer quantum codes (optimal

additive codes over GF(4)) are associated to quadratic Boolean functions with large num-

ber of flat spectra w.r.t. {I,H,N}n. In fact Hein et al [45] have already argued that

high-distance QECCs will represent highly-entangled pure multipartite quantum states,

and one indication of this entanglement strength will be an ’evenly-spread’ power spec-

trum w.r.t. all Local Unitary Transforms [67], of which {I,H,N}n is a strategic subset.

Therefore, the problem of maximising the number of flat spectra w.r.t. {I,H,N}n is of

significant importance. As a means of comparison, we first consider the number of flat

spectra for the near-worst and worst-case functions, namely the constant function and the

monomial function of degree n, respectively.

4.4.1 Constant function

Lemma 4.10 The constant function in n variables, that is p(x) = 0 or 1, for x ∈ GF(2)n,

has 2n flat spectra with respect to {I,H,N}n.
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Proof: Any {I,N}n transform of the constant function is flat, and none of the others: as

seen in chapter 3, we get flat spectra iff pI(x) + pI(x + k) +
∑n−1

i=1 χRN
(i)kixi is balanced

for all k 6= 0, where k = (k0, . . . , kn−1) ∈ GF(2)n, χRN
is the characteristic function of the

set RN and pI is the restriction of the function when fixing the variables whose indices

are in RI. In our case, for any choice of RI, we get pI(x) + pI(x + k) = 0. Thus, we get

flat spectra iff
∑n−1

i=0 χRN
(i)kixi is balanced for all k 6= 0. Clearly, if χRN

(i) = 1 for all

i ∈ {0, . . . , n− 1} \RI, we get a balanced function for all k 6= 0. But if i ∈ RH for some

i, χRN
(i) = 0, and by taking k = (0, . . . , 1, . . . , 0), where the 1 is in the ith position, we

get an unbalanced function.

4.4.2 Monomial function

Lemma 4.11 The monomial function of degree n in n variables, that is the function

p(x) = x0 . . . xn−1, where x = (x0, . . . , xn−1) ∈ GF(2)n, has n + 1 flat spectra w.r.t.

{I,H,N}n, except for the case n = 2.

Proof: Throughout this proof, we will use the same notation as in the previous one.

We first let n = 1. Then, the monomial function becomes the linear function x0 in one

variable. This will have the same flat spectra as the constant function in one variable,

that is 21 = n+ 1.

Next, we let n = 2. Then the monomial is the same as the line in two variables, and

will be considered in lemma 4.12.

Now, we let n > 2 and R = {i0, . . . , il} = {0, . . . , n − 1} \ RI. Suppose that we fix

xi = 1 for all i ∈ RI, and that |R| > 2. If we take k = (1, 0, . . . , 0), the function

pI(x) + pI(x + k) +
∑n−1

i=0 χRN
(i)kixi becomes xi1 · · ·xil + χRN

(i0)xi0 , which is balanced

iff χRN
(i0) = 1. Similarly, we see that we must have χRN

(i) = 1 for all i ∈ R (that

is, R = RN). Consider now k = (1, 1, 0 . . . , 0). The function we will get is xi1 · · ·xil +

xi0xi2 · · ·xil + xi2 · · ·xl + xi0 + xi1 , which is not balanced.

Therefore, for n > 2, we need to fix at least n − 2 variables in order to obtain

flat spectra; that is, we need |RI| ≥ n − 2. Suppose now |RI| = n − 2: By sym-

metry, we can suppose, w.l.o.g., that we fix x2, . . . , xn−1. If any of the xi = 0, then

our new function is a constant, pI = 0. As we have just seen, the only possibility for
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pI(x) + pI(x + k) + χRN
(0)k0x0 + χRN

(1)k1x1 to be balanced for all k 6= (0, 0) is that

χRN
(0) = χRN

(1) = 1. On the other hand, if xi = 1 for all i ≥ 2, pI = x0x1, the line in

two variables; as we can easily deduce from the generic modified adjacency matrix, it has

a flat spectrum iff χRN
(i) = 0 for at least one of the i’s. Thus we get a contradiction, and

so in fact |RI| ≥ n− 1. When |RI| = n− 1, by fixing we now get either pI = 0 or pI = xi.

Both have a flat spectrum iff χRN
(i) = 1, and from here we get n flat spectra. Finally, for

|RI| = n, we get another flat spectrum.

Remark: It can be shown that n + 1 is the minimal number of flat spectra possible

for a Boolean function w.r.t. {I,H,N}n.

4.4.3 Line

As opposed to the case of {H,N}n, the number of flat spectra of the line w.r.t. {I,H,N}n

does not seem to be maximal:

Lemma 4.12 The number of flat spectra of the line w.r.t. {I,H,N}n, KIHN
n (pl

n(x)),

satisfies KIHN
n (pl

n(x)) = 2(KIHN
n−1 (pl

n−1(x)) + KIHN
n−2 (pl

n−2(x))), with KIHN
0 = 1 and

KIHN
1 = 2; in closed form,

KIHN
n (pl

n(x)) =
(1 +

√
3)n+1 − (1−

√
3)n+1

2
√

3
.

Proof: Following the same arguments as in the proof of Lemma 4.6, we arrive at the

formula:

KIHN
n = Kn +

n−1∑
i=0

Kn−1−iK
IHN
i , (4.7)

where here, Ki will represent the number of flat spectra in i variables w.r.t. {H,N}n.

In the sequel we are going to use the fact that Kn = 2n −Kn−1 (see Lemma 4.1), or

more accurately its consequence

Kn+1 +Kn+2 = 2n+2 = 2(Kn +Kn+1) .

We shall also use the fact that K0 = K1 = 1.
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Using (4.7) we get

2KIHN
n + 2KIHN

n+1

= 2Kn + 2Kn+1 + 2
n−1∑
i=0

Kn−1−iK
IHN
i + 2

n∑
i=0

Kn−iK
IHN
i

= Kn+2 +Kn+1 +
n−1∑
i=0

KIHN
i 2(Kn−1−i +Kn−i) + 2KIHN

n K0

= Kn+2 +
n−1∑
i=0

KIHN
i (Kn−i +Kn−i+1) +KIHN

n (K0 +K1) +Kn+1

= Kn+2 +
n∑

i=0

KIHN
i (Kn−i +Kn−i+1) +Kn+1

= Kn+2 +
n∑

i=0

KIHN
i Kn−i+1 +Kn+1 +

n∑
i=0

KIHN
i Kn−i

= Kn+2 +
n∑

i=0

KIHN
i Kn−i+1 +KIHN

n+1

= Kn+2 +
n+1∑
i=0

KIHN
i Kn−i+1

= KIHN
n+2

From the recursion formula, we arrive easily at the closed formula.

Remark: This result can be gleaned, indirectly, from page 23 of [1] as the evaluation

of the interlace polynomial Q(x) for the path graph at x = 2.

4.4.4 Clique

Although the clique function as defined in (4.2) maximizes the number of flat spectra

w.r.t. {I,H}n, it does not do so well w.r.t. {I,H,N}n:

Lemma 4.13 The number of flat spectra of the clique w.r.t. {I,H,N}n, KIHN
n (pc

n(x)),

satisfies KIHN
n (pc

n(x)) = 2KIHN
n−1 (pc

n−1(x)) + 2n; in closed form,

KIHN
n (pc

n(x)) = (n+ 1)2n−1 .

Proof: As stated above, if we have a clique in n variables and we fix a subset in the set

of variables (that is, we choose RI), we get a clique in n − |RI| variables. Thereby, for
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each selection of RI we have as many flat spectra as the number of flat spectra w.r.t.

{H,N}n−|RI|, in n− |RI| variables. Therefore,

# flat spectra(pc(x)) w.r.t. {I,H,N}n =
n∑

i=0

 n

i

Kn−i ,

where Kn−i is the number of flat spectra of the clique in n− i variables w.r.t. {H,N}n−i.

Now,
n∑

i=0

 n

i

Kn−i =
n∑

i=0

 n

n− i

Ki =
n∑

i=0

 n

i

Ki

=
n∑

i=0

 n

i

(i+ 1 + (−1)i

2

)

=
n∑

i=0

 n

i

 i+
n∑

i=0

 n

i

 1
2

+
n∑

i=0

 n

i

 (−1)i

2

=
n∑

i=0

 n

i

 i+ 2n−1 + 0

Expanding the first term,

n∑
i=0

 n

i

 i =

 n

0

 0 +

 n

n

n+
n−1∑
i=1

 n

i

 i

= n+
n−1∑
i=1

 n− 1

i

+

 n− 1

i− 1

 i
= n+

n−1∑
i=0

 n− 1

i

 i+
n−1∑
i=0

 n− 1

i− 1

 i

= n+ 2
n−1∑
i=0

 n− 1

i

 i−

 n− 1

n− 1

 (n− 1) +
n−2∑
i=0

 n− 1

i


= 2

n−1∑
i=0

 n− 1

i

+ 1 + 2n−1 −

 n− 1

n− 1


Hence, we get that KIHN

n = 2KIHN
n−1 +2n. From the recurrence relation we get the desired

formula.

Remark: For the cases n = 2, 3, and 4, KIHN
n of the clique function can be found

by evaluating the interlace polynomial Q(x) for the complete graph at x = 2 ([1], p.21).

70



4.4.5 Clique-Line-Clique

For the n-clique-line-m-clique structure, as defined in (4.4), the number of flat spectra is

as follows:

Lemma 4.14 The number of flat spectra of the n-clique-line-m-clique w.r.t. the set

{I,H,N}n, KIHN
n,m (pn,m(x)), satisfies

KIHN
n,m (pn,m(x)) = 2n+m−3(3nm+ 2n+ 2m+ 2) .

Proof: Suppose that one or both of the connecting variables are in RI: when we fix

one of the connecting variables, we get two independent cliques, so from this case we get

KIHN
n−1,CK

IHN
m,C +KIHN

n,C KIHN
m−1,C −KIHN

n−1,CK
IHN
m−1,C = 2m+n−4(3nm+ 2n+ 2m) ,

where KIHN
k,C is the number of flat spectra of the clique in k variables w.r.t. {I,H,N}k.

On the other hand, when none of the connecting variables are in RI, we get another

clique-line-clique: suppose that we fix i variables in the first clique and j in the second

one. In that case, we will have as many flat spectra as the number of flat spectra w.r.t.

{H,N}n+m−i−j of an (n− i)-clique-line-(m− j)-clique. Considering all possible fixings in

this case, we get:

n−1∑
i=0

m−1∑
j=0

(
n− 1

i

)(
m− 1

j

)
KHN

n−i,m−j = 2m+n−4(3nm+ 2n+ 2m+ 4) .

4.4.6 Comparison

It is well-known that optimal GF(4)-additive codes make optimal QECCs [19]. The

mapping from a quadratic Boolean function to a GF(4)-additive code is as follows. Let

p(x) be a quadratic function over n variables with associated adjacency matrix, Γ. Then

the generator matrix for a [n, 2n, d] GF(4)-additive code is given by Γ + ωIn, where

ω2 +ω+1 = 0 over GF(4) and In is the n×n identity matrix. This GF(4)-additive code

can be interpreted as a [[n, 0, d]] QECC of the stabilizer type. Using the database at [26],
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an exhaustive computer search for n variable quadratic Boolean functions, 4 ≤ n ≤ 9,

finds one unique Local complementation (LC) orbit of functions for each n, whose number

of flat spectra with respect to {I,H,N}n is optimal. A representative for each of these

orbits is listed in Table 4.2. All of these functions map to additive zero-dimension QECCs

with optimal distances (see [42] and [26]).

It remains open as to whether the quadratic function with the optimal number of flat

spectra w.r.t. {I,H,N}n will always have optimal distance when viewed as a QECC, and

vice versa. In any case, the approximate correspondence is to be expected as the QECC

distance is equal to the aperiodic propagation criteria (APC) distance of the quadratic

Boolean functions, as presented in [28].

Tables 4.3 to 4.5 show an exhaustive computer search for Boolean functions that achieve

the optimal number of flat spectra w.r.t. {I,H,N}n for cubics, quartics, and quintics

respectively, where one representative function is given per LC orbit. As expected, the

maximum number of flat spectra decreases as the algebraic degree of the Boolean function

rises. Also shown is the distance of the Boolean function when viewed as a zero-dimensional

(non-stabilizer) QECC. As with the quadratics, this distance parameter can be interpreted

as the APC distance of a Boolean function (see [28] for more details). In all cases, the

Boolean functions shown in the tables achieve the maximum possible distance for their

given algebraic degree.

4.5 Conclusion

We derived simple recursions for the number of flat spectra with respect to {I,H,N}n for

certain recursive quadratic Boolean constructions, and we observed that Quantum Error

Correcting Codes with optimal distance appear to have the most flat spectra with respect

to {I,H,N}n, at least for small n. In subsequent work we hope to develop recursive

formulae for nested-clique structures of the type highlighted in [29], as we expect that

these will have many flat spectra w.r.t. {I,H,N}n.

We also showed computationally that, for small n, the number of flat spectra decreases

when the algebraic degree of the Boolean function increases. Future work should seek to

establish constructions for Boolean functions of degree greater than two that have as large a

number of flat spectra as possible w.r.t. {I,H,N}n. More generally, it would be of interest
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to relax the criteria somewhat, and look for those functions which have many spectra with

respect to {I,H,N}n with a worst-case spectral power peak less than some low upper

bound (see [29]). One would expect, in this case, that many more Boolean functions of

degree > 2 would be found that do well for this relaxed criteria. One promising line of

inquiry in this context would be to apply and specialise the construction proposed at the

end of [29], which takes a global graph structure, where the graph ‘nodes’ partition the set

of Boolean variables, and where the nodes are ‘linked’ by permutations over these variable

subsets, thereby obtaining higher-degree Boolean functions with potentially favourable

{I,H,N}n spectra.

Finally we have indirectly answered a question posed at the end of [4] as to a simple

combinatorial explanation of the interlace polynomial q. It is evident that q summarises

some of the spectral properties of the graph w.r.t. {I,H}n (see chapter 5). Similarly the

interlace polynomial Q, as defined in [1], summarises some of the spectral properties of

the graph w.r.t. {I,H,N}n. More details about this and further discussion is showed in

chapter 5. Furthermore our work provides a natural setting for future investigations into

the generalisation of the interlace polynomial to hypergraphs, as we shall see as well in

chapter 5.

4.6 Appendix: Tables
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n distance Quadratics Optimal for KIHN
n KIHN

n KIHN
n for the line

4 2 02,13,23 44 44

5 3 01,02,13,24,34 132 120

6 4 01,02,05,13,15,24,25,34,35,45 396 328

7 3 03,06,14,16,25,26,34,35,45 1096 896

8 4 02,03,04,12,13,15,26,37,46,47,56,57,67 3256 2448

9 4 04,07,08,14,16,18,25,26,28,34,35,37,57,58,67,68 9432 6688

Table 4.2: The Maximum Number of Flat Spectra w.r.t. {I,H,N}n for Quadratic Boolean

Functions

n distance Cubics Optimal for KIHN
n KIHN

n

3 1 012 4

4 2 012,03,13,23 20

5 2 012,03,14,23,24 72

6 3 012,03,04,13,15,24,25 248

Table 4.3: The Maximum Number of Flat Spectra w.r.t. {I,H,N}n for Cubic Boolean

Functions

75



n distance Quartics Optimal for KIHN
n KIHN

n

4 1 All Quartics 5

5 2 0123,01,04,14,23,24,34 30

0123,02,04,13,14,23,24,34

0123,04,14,23,24,34

Table 4.4: The Maximum Number of Flat Spectra w.r.t. {I,H,N}n for Quartic Boolean

Functions

n distance Quintics Optimal for KIHN
n KIHN

n

5 1 All Quintics 6

Table 4.5: The Maximum Number of Flat Spectra w.r.t. {I,H,N}n for Quintic Boolean

Functions
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Chapter 5

Spectral Interpretations of the

Interlace Polynomial

The results for this chapter can be found in [76] and [78].

5.1 Overview

The (one-variable) interlace polynomial was introduced by Arratia, Bollobás and Sorkin

[2, 4], as a variant of Tutte and Tutte-Martin polynomials [17]. They defined the interlace

polynomial of a graph G, q(G; z), by means of a recurrence formula, involving local com-

plementation (LC) of the graph. Aigner and van der Holst, in [1], generalised the concept

by means of a related interlace polynomial, Q(G; z), and showed a new and easier way of

constructing both polynomials q(G; z) and Q(G; z) using a matrix approach. They con-

cluded that the polynomial q(G; z), when evaluated at z = 1, gives the number of induced

subgraphs of G with an odd number of perfect matchings (including the empty set), and

that Q(G; z), when evaluated at z = 2, gives the (general) induced subgraphs with an odd

number of (general) perfect matchings, “general” meaning here that loops are allowed to

be part of the matching.

As in the previous chapters, we define the n vertex graph, G, by its n × n adjacency

matrix, Γ. We identify G with a quadratic Boolean function p(x0, x1, . . . , xn−1), where

p(x) =
∑

i<j Γijxixj (see chapter 1). This identification allows us to interpret q(G, 1) as

the number of flat spectra of p(x) with respect to (w.r.t.) {I,H}n, and Q(G, 2) as the
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number of flat spectra of p(x) w.r.t. {I,H,N}n (see chapters 3 and 4).

In section 5.2 we give an equivalent definition of the interlace polynomials q and Q

using the modified adjacency matrix of the graph that we used to compute the number of

flat spectra w.r.t. {I,H}n and {I,H,N}n respectively in chapters 3 and 4, and use it to

compute the interlace polynomial Q of the clique (complete graph), and clique-line-clique.

In section 5.3 we define a new interlace polynomial, the HN-polynomial, denoted by

QHN , that generalises the number of flat spectra w.r.t. {H,N}n in the same way that the

interlace polynomials q and Q do with their respective sets. Our motivation for relating

the concept of interlace polynomial to {H,N}n is that this set is related to the Peak-to-

Average Power Ratio (PAR) w.r.t. both one and multi-dimensional continous Discrete

Fourier Transforms, and hence to problems in both Telecommunications and Physics for

tasks such as channel-sounding, spread-spectrum, and synchronization [68]. We compute

QHN for the clique, line, and clique-line-clique functions. The polynomial QHN is also the

basis for constructing Q for recursive structures.

By Glynn [37], a self-dual quantum error correcting code (QECC) [[n, 0, d]] corresponds

to a graph on n vertices, which may be assumed to be connected if the code is indecompos-

able. It is shown there that two graphs G and H give equivalent self-dual quantum codes

if and only if H and G are LC-equivalent. H and G also map to GF(4) additive codes

with identical weight distributions [19]. As the interlace polynomial, Q, is LC-invariant

[1], it is also an invariant of the corresponding QECC. This result implies that Q is in-

variant under the application of certain Local Unitary (LU) transforms to an associated

multipartite quantum state [67], for it turns out that LC-equivalence for graph states can

be characterised by LU-transformation via the set of transforms {I,H,N}n (see chapter

3). More generally, an analysis of the spectra of a Boolean function provides measures

of the entanglement of the associated quantum multipartite state which, in the case of a

quadratic Boolean function, is defined by the QECC (the graph state) [67, 45].

In section 5.4 we show that the interlace polynomial Q is LC-invariant. We then

provide spectral interpretations of the interlace polynomial, and define a generalisation

to hypergraphs, i.e. to Boolean functions of algebraic degree greater than 2. In [43, 65],

the Multivariate Merit Factor (MMF) and Clifford Merit Factor (CMF) are defined, these

being measures of the energy of the Boolean function w.r.t. {H,N}n and {I,H,N}n
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respectively. By proving that the power spectrum of a quadratic Boolean function w.r.t.

{I,H,N}n is always flat or two-valued, we show that MMF and CMF can be derived from

QHN and Q evaluated at z = 4. We also prove some conjectures proposed by Parker in

[64] related to the line function (path graph) and its affine offsets.

Our spectral approach allows us to interpret the interlace polynomial as a descriptor

for some of the spectral characteristics of a Boolean function, with application to clas-

sical cryptography - for a block cipher, Q relates to attack scenarios where one has full

read/write access to a subset of the plaintext bits and access to all ciphertext bits [28].

The analysis of spectra w.r.t. {I,H,N}n tells us more about the Boolean function p

than is provided by just the spectrum w.r.t. the Walsh-Hadamard Transform (WHT); for

instance, by identifying relatively higher generalised linear biases for p [69]. As seen in

chapter 3, just the analysis of the flat spectra w.r.t. {I,H,N}n provides a good measure

of the ‘strength’ of the function.

5.2 Interlace Polynomials q and Q

We give here definitions of the polynomials q and Q, which are equivalent to those offered

in [1], that relate the interlace polynomial with the spectra of a graph w.r.t. {I,H}n and

{I,H,N}n, respectively.

Definition 5.1 The interlace polynomial q of a graph in n variables is

q(z) =
∑

U∈{I,H}n

(z − 1)co(ΓU ) , (5.1)

where co(ΓU ) stands for the corank of the modified adjacency matrix of the graph w.r.t. the

transform U ∈ {I,H}n, ΓU , obtained by erasing from the adjacency matrix of the graph

the rows and columns whose indices are in RI:

Γ =


0 a01 . . . a0n

a01 0 . . . a1n

...
...

. . .
...

a0n a1n . . . 0

  ΓU =


0 ar0r1 . . . ar0rk

ar0r1 0 . . . ar1rk

...
...

. . .
...

ar0rk
ar1rk

. . . 0

 ,

where {r0, . . . , rk} = {0, . . . , n− 1} \RI.
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Definition 5.2 The interlace polynomial Q of a graph in n variables is

Q =
∑

V ∈{I,H,N}n

(z − 2)co(ΓV ) , (5.2)

where co(ΓV ) means the corank of the modified adjacency matrix of the graph w.r.t. the

transform V ∈ {I,H,N}n, ΓV , obtained by erasing the rows and columns whose indices

are in RI, as before, and then substituting 0 by vi ∈ GF(2) in those indices i ∈ RH ∪RN,

where vi = 1 iff i ∈ RN:

Γ =


0 a01 . . . a0n

a01 0 . . . a1n

...
...

. . .
...

a0n a1n . . . 0

  ΓV =


vr0 ar0r1 . . . ar0rk

ar0r1 vr1 . . . ar1rk

...
...

. . .
...

ar0rk
ar1rk

. . . vrk

 ,

where {r0, . . . , rk} = {0, . . . , n− 1} \RI.

Lemma 5.3 For the clique or complete graph (4.2),

Qn+1 = 2Qn + zn, n ≥ 2, with Q1 = z ,

where Qk means the interlace polynomial of the clique in n variables. The closed form is

Qn = 2n−1 + 2n−1(z − 2) + (z − 2)−1(zn − 2n)

Remark: When z = 2, we get (n+1)2n−1, the number of flat spectra w.r.t. {I,H,N}n

(see chapter 4).

Proof: From the proof of lemma 4.13, we see that:

when n− |RI| is even, the corank is


0, |RN| = 0, n− |RI| even

1, |RN| = 0, n− |RI| odd

|RN| − 1, 1 ≤ |RN| ≤ n− |RI|
So, if n is even, we have

Qn =
∑n/2

k=0

 n

2k

 (x− 2)0 +
∑(n−2)/2

k=0

 n

2k + 1

 (x− 2)1

+
∑n

j=0

 n

j

∑n−j
i=1

 n− j

i

 (x− 2)i−1 .
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Now,
n/2∑
k=0

 n

2k

 =
(n−2)/2∑

k=0

 n

2k + 1

 = 2n−1, so the sum of first two terms equals

2n−1 + 2n−1(x− 2). Finally, we compute the last term as: let y = x− 2. Then,

n−j∑
i=1

 n− j

i

 yi−1 = y−1

n−j∑
i=0

 n− j

i

 yi − 1

 = y−1((y + 1)n−j − 1) .

Thereby,

n∑
j=0

 n

j

 n−j∑
i=1

 n− j

i

 yi−1 =
n∑

j=0

 n

j

 y−1((y + 1)n−j − 1) = y−1((y + 2)n − 2n) .

Adding all terms, we get

Qn = 2n−1 + 2n−1(x− 2) + (x− 2)−1(xn − 2n) .

Similarly, when n is odd, we get:

Qn =
∑(n−1)/2

k=0

 n

2k

 (x− 2)1 +
∑(n−1)/2

k=0

 n

2k + 1

 (x− 2)0+

+
∑n

j=0

 n

j

∑n−j
i=1

 n− j

i

 (x− 2)i−1

= 2n−1 + 2n−1(x− 2) + (x− 2)−1(xn − 2n) .

From this last formula, we can easily see that Qn+1 = 2Qn + xn, n ≥ 2, with Q1 = x.

Lemma 5.4 For the n-clique-line-m-clique (4.4), when n, m ≥ 3, the interlace polyno-

mial Q is:

Q = 2n+m−2 − 2n+m−4z + 3 · 2n+m−4z2 + zn−12m−2(z − 1)

+ zm−12n−2(z − 1) +
3 · 2m−1z + zm−1 − 2m

z − 2
(zn−1 − 2n−1)

+
3 · 2n−1z + zn−1 − 2n

z − 2
(zm−1 − 2m−1)

+
z + 4

(z − 2)2
(zn−1 − 2n−1)(zm−1 − 2m−1) .
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Proof: As we saw in chapter 4, when we fix one of the connecting variables (xn−1 and

xn), we get two independent cliques. When we fix non-connecting variables, say we fix

i in the first clique and j in the second one, we get a (n − i)-clique-line-(m − j)-clique.

As the order in which we do the fixing doesn’t alter the result, we can differentiate three

cases. The interlace polynomial will be the sum of the polynomials obtained in each case,

that will be denoted as Q1, Q2 and Q3, respectively:

Case xn−1 ∈ RI: In this case, we get two independent cliques, one in n − 1 variables

and the other in m variables. As a result of lemma 5.6 and lemma 5.3, we get that

Q1 = Qc
n−1Q

c
m, where Qc

k denotes the interlace polynomial for the clique in k variables.

Case xn−1 /∈ RI, xn ∈ RI: In this case, we get a clique in n variables and a clique

in m − 1 variables, that are independent from each other. As we have to avoid the

case where xn−1 ∈ RI, and using the recursion formula of lemma 5.3, it follows that

Q2 = Qc
nQ

c
m−1 −Qc

n−1Q
c
m−1 = Qm−1(xn−1 +Qc

n−1).

Case xn−1, xn /∈ RI: As we said before, in this case we get another clique-line-clique

in the appropriate variables. Thereby, using lemma 5.9,

Q3 =
n−1∑
i=0

m−1∑
j=0

n− 1

i

m− 1

j

 (−2 + 6χn−iχm−j + 3χn−i+1χm−j+1

+ (2− 2χn−iχm−j − χn−i+1χm−j+1)x

+
x+ 1

(x− 2)2
(
(x− 1)n−i−1 − 1)((x− 1)m−j−1 − 1

)
+

x+ 1 + xχm−j − 3χm−j

x− 2
((x− 1)n−i−1 − 1)

+
x+ 1 + xχn−i − 3χn−i

x− 2
((x− 1)m−j−1 − 1)) ,

where χk =
1 + (−1)k

2
.

Finally, as Q = Q1 +Q2 +Q3 =, and considering that

n−1∑
i=0

n− 1

i

 = 2n−1,
n−1∑
i=0

n− 1

i

χn−i = 2n−2 ,

and
n−1∑
i=0

n− 1

i

 (x− 1)n−i−1 = xn−1 , we get:
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Q = 3(2n−2 + 2n−2(x− 2) + (x− 2)−1(xn−1 − 2n−1))(2m−2 + 2m−2(x− 2)

+ (x− 2)−1(xm−1 − 2m−1))

+ (2m−2 + 2m−2(x− 2) + (x− 2)−1(xm−1 − 2m−1))xn−1

+ (2n−2 + 2n−2(x− 2) + (x− 2)−1(xn−1 − 2n−1))xm−1

+ 2n+m−4 + 5 · 2n+m−4x+
x+ 1

(x− 2)2
(xn−1 − 2n−1)(xm−1 − 2m−1)

+
3 · 2m−2x− 2m−2

x− 2
(xn−1 − 2n−1) +

3 · 2n−2x− 2n−2

x− 2
(xm−1 − 2m−1) .

Simplifying, we get the desired result.

5.3 The HN-Interlace Polynomial

We now define an interlace polynomial related to the set {H,N}n as q and Q were related

to the sets {I,H}n and {I,H,N}n respectively.

Definition 5.5 The HN-interlace polynomial for a graph in n variables is

Qn
HN =

∑
W∈{H,N}n

(z − 2)co(ΓW ) , (5.3)

where co(ΓW ) means the corank of the modified adjacency matrix of the graph w.r.t. W ∈

{H,N}n, ΓW , obtained by substituting 0 by vi ∈ GF(2) where vi = 1 iff i ∈ RN:

Γ =


0 a01 . . . a0n

a01 0 . . . a1n

...
...

. . .
...

a0n a1n . . . 0

  ΓW =


v0 a01 . . . a0n

a01 v1 . . . a1n

...
...

. . .
...

a0n a1n . . . vn−1

 .

Lemma 5.6 Let G be a graph such that it is the union of two disjoint graphs, G1 and G2,

in n and m variables respectively. Then, Qn+m
HN (G) = Qn

HN (G1)Qm
HN (G2) .
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Proof: The adjacency matrix of G, denoted by Γ, will be, w.l.o.g., of type:

Γ =

 Γ1 0

0 Γ2

 ,

where Γ1 and Γ2 are the adjacency matrices of graphs G1 and G2, respectively, and 0

denotes the zero matrix in the appropiate dimensions. Modifications to Γ that produce

Γv do not alter this shape:

Γv =

 Γv,1 0

0 Γv,2

 ,

where Γv,1 and Γv,2 are the generic modified adjacency matrices of graphs G1 and G2,

respectively. Therefore the corank of Γv is just the sum of the coranks of Γv,1 and Γv,2.

So, if Qn
HN (G1) =

∑n
i=0 ai(z − 2)i, and Qm

HN (G2) =
∑m

j=0 bi(z − 2)j ,

Qn+m
HN (G) = a0

m∑
j=0

bj(z − 2)j + a1

m∑
j=0

bj(z − 2)i(z − 2)j+1

+ · · ·+ an

m∑
j=0

bj(z − 2)n+j

=
n∑

i=0

ai(z − 2)iQm
HN (G2) = Qn

HN (G1)Qm
HN (G2) .

Remark: By the same method, we can prove as well: qn+m(G) = qn(G1)qm(G2) and

Qn+m(G) = Qn(G1)Qm(G2).

Lemma 5.7 The HN-interlace polynomial for the path graph (4.1) is

Qn+1
HN = 2n −Qn

HN , with Q1
HN = z − 1 .

In closed form,

Qn
HN =

1
3
(
2n + (−1)n−1

)
z + (−1)n .

Proof: The proof for the number of flat spectra of the line w.r.t. {H,N}n (see chapter 4)

tells us that,

Dn = v0Dn−1 +Dn−2 mod 2 , (5.4)
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where

Dn =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

v0 1 0 . . . 0

1 v1 1 . . . 0

0 1 v2 . . . 0
...

...
...

. . .
...

0 0 0 . . . vn−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
is the determinant of the generic modified adjacency matrix of the line on n variables. We

will see that if the corank is not 0, it must be 1, and that, if Dn = 0, then Dn−1 = 1. For

suppose that Dn = 0 = Dn−1. Then, by (5.4), Dn−2 = 0. But Dn−1 = v1Dn−2 +Dn−3,

so Dn−3 = 0. Similarly, we see that D2 = 0 = D1. But D1 = vn−1 = 0 implies

D2 = vn−1vn−2 + 1 = 1, so that we reach a contradiction. Thus, if Dn = 0 (that is, if

co(Γv) 6= 0), then Dn−1 = 1 (that is, co(Γv) = 1). Therefore the HN-interlace polynomial

is Kn(z− 2)0 +(2n−Kn)(z− 2)1, where Kn is the number of flat spectra of the line w.r.t.

{H,N}n. By chapter 4, Kn = 1
3

(
2n+1 + (−1)n

)
, and the formula follows.

Lemma 5.8 For the complete graph (4.2),

Qn+1
HN = Qn

HN + (z − 1)n + (−1)n(z − 3), with Q1
HN = z − 1 .

In closed form,

Qn
HN =

 1 + (z − 2)−1((z − 1)n − 1), for n even

z − 2 + (z − 2)−1((z − 1)n − 1), for n odd

Remark: When z = 2, we get n+ 1+(−1)n

2 , the number of flat spectra w.r.t. {H,N}n, as

seen in chapter 4.

Proof: Taking |RI| = 0 in the proof of 5.3, we get the HN-interlace polynomial for the

complete graph. This means taking all first terms and the term corresponding to j = 0 in

the formula obtained at the end of the proof. So we get, if n is even,

QHN =
∑n/2

k=0

 n

2k

 (x− 2)0 +
∑(n−2)/2

k=0

 n

2k + 1

 (x− 2)1+

+
∑n

i=1

 n

i

 (x− 2)i−1 = 2n−1 + 2n−1(x− 2) + (x− 2)−1((x− 1)n − 1)

85



Similarly, when n is odd, we get the same formula.

Lemma 5.9 For the n-clique-line-m-clique (4.4), the HN-interlace polynomial is, when

both n and m are odd:

Qn,m
HN = 1 + z +

z + 1
(z − 2)2

(
(z − 1)n−1 − 1)((z − 1)m−1 − 1

)
+

z + 1
z − 2

(
(z − 1)n−1 + (z − 1)m−1 − 2

)
;

when n is odd and m even:

Qn,m
HN = 2z − 2 +

z + 1
(z − 2)2

(
(z − 1)n−1 − 1)((z − 1)m−1 − 1

)
+

2z − 2
z − 2

((z − 1)n−1 − 1) +
z + 1
z − 2

((z − 1)m−1 − 1) ;

when n is even and m is odd:

Qn,m
HN = 2z − 2 +

z + 1
(z − 2)2

(
(z − 1)n−1 − 1)((z − 1)m−1 − 1

)
+

z + 1
z − 2

((z − 1)n−1 − 1) +
2z − 2
z − 2

((z − 1)m−1 − 1) ;

when both n and m are even:

Qn,m
HN = 4 +

z + 1
(z − 2)2

(
(z − 1)n−1 − 1)((z − 1)m−1 − 1

)
+

2z − 2
z − 2

(
(z − 1)n−1 + (z − 1)m−1 − 2

)
.

The result can be summarized as:

Qn,m
HN = − 2 + 6χnχm + 3χn+1χm+1 + (2− 2χnχm − χn+1χm+1)z

+
z + 1

(z − 2)2
(
(z − 1)n−1 − 1)((z − 1)m−1 − 1

)
+

z + 1 + zχm − 3χm

z − 2
((z − 1)n−1 − 1)

+
z + 1 + zχn − 3χn

z − 2
((z − 1)m−1 − 1) ,

where χk =
1 + (−1)k

2
.

Proof: As in the computation for the number of flat spectra of the clique-line-clique

w.r.t. {H,N}n in [74], we will consider the generic modified adjacency matrix of the

graph, which is as follows:
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Γv =



v0 1 . . . 1 0 0 . . . 0

1 v1 . . . 1 0 0 . . . 0
...

...
. . .

...
...

...
. . .

...

1 1 . . . vn−1 1 0 . . . 0

0 0 . . . 1 vn 1 . . . 1

0 0 . . . 0 1 vn+1 . . . 1
...

...
. . .

...
...

...
. . .

...

0 0 . . . 0 1 1 . . . vn+m−1



.

We will get the coefficients of the polynomial by looking at the occurences of the corank

of the matrix is a determined value:

n and m odd:

As in [74], we consider the vi’s for the first n − 1 minor and the last m − 1 minor,

v0, v1, . . . , vn−2 and vn+1, vn+2, . . . , vn+m−1.

We consider first the case when all vi in both minors are 0. In this case, both minors

are flat, so of full rank. Thereby, we get a linear combination (l.c.) of the rows of Γv iff

at least one of the (n − 1)th or nth rows are implicated. Suppose that the (n − 1)th row

is a l.c. of the others. Then, we get a system of equations that implies that the nth row

is also implicated, and we get that necesarily vn−1 = 1 = vn. We get then, in this case,

co(Γv) = 1 exactly once, and co(Γv) = 0 in 3 cases.

We consider now the case in which all of vn+1, vn+2, . . . , vn+m−1 are equal to zero, but

not all of v0, v1, . . . , vn−2. Suppose, w.l.o.g., that v0, . . . , vr−1 = 1, vr−1, . . . , vn−2 = 0.

As before, if we have a l.c., it must imply some of the first n + 1 rows. We get r − 1 l.c.

implying just the first n−2 rows. Suppose now that the (n−1)th row is implicated in a l.c..

Then, from the system of equations we get that the nth row is also implicated, and that

vn−1 = 0, vn = 1. We thus obtain from here

 n− 1

r

 occurences of co(Γv) = r, r ≥ 1,

and 3

 n− 1

r

 occurences of co(Γv) = r − 1, r ≥ 1.

Similarly, when all of v0, v1, . . . , vn−2 are equal to zero, but not all of vn+1, vn+2, . . . , vn+m−1,

we obtain

 m− 1

r

 occurences of co(Γv) = r, r ≥ 1, and 3

 m− 1

r

 occurences of

co(Γv) = r − 1, r ≥ 1.
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As a last case, we consider the one in which at least one of the v0, v1, . . . , vn−2 and of

the vn+1, vn+2, . . . , vn+m−1 are equal to 1. Let us say that there are exactly r non-zero

vi’s within the two minors. Then, one can see that there can not be any l.c. in which the

(n− 1)th or the nth rows are implied if they are both equal to 0 (so we get co(Γv) = r− 1

in here), and that there is exactly one l.c. of that sort for every (vn−1, vn) 6= (0, 0). The

number of l.c. not involving any of these rows is equal to r − 2.

Finally, we sum up:

QHN = 3(x− 2)0 + (x− 2)1 +
n−1∑
i=1

m−1∑
j=1

(
n− 1

i

)(
m− 1

j

)
(x− 2)i+j−1

+ 3
n−1∑
i=1

m−1∑
j=1

(
n− 1

i

)(
m− 1

j

)
(x− 2)i+j−2

+

(
n−1∑
r=1

(
n− 1

r

)
+

m−1∑
r=1

(
m− 1

r

))
(x− 2)r

+ 3

(
n−1∑
r=1

(
n− 1

r

)
+

m−1∑
r=1

(
m− 1

r

))
(x− 2)r−1

= 1 + x+ (x− 2)−1((x− 1)n−1 − 1)((x− 1)m−1 − 1)

+ 3(x− 2)−2((x− 1)n−1 − 1)((x− 1)m−1 − 1) + (x− 1)n−1 − 1 + (x− 1)m−1 − 1

+ 3(x− 2)−1((x− 1)n−1 − 1) + 3(x− 2)−1((x− 1)m−1 − 1)

= 1 + x+
x+ 1

(x− 2)2
(
(x− 1)n−1 − 1)((x− 1)m−1 − 1

)
+

x+ 1
x− 2

(
(x− 1)n−1 + (x− 1)m−1 − 2

)
n odd, m even: The corank of the matrix changes from above only in the cases where

all of vn+1, vn+2, . . . , vn+m−1 are equal to zero.

When all of v0, v1, . . . , vn−2 are equal to zero, but not all of vn+1, vn+2, . . . , vn+m−1, we

get a new l.c. involving the middle rows iff vn−1 = 1, so we get for this case 2

 n− 1

r


occurences of co(Γv) = r, r ≥ 1, and 2

 n− 1

r

 occurences of co(Γv) = r − 1, r ≥ 1.

When all of v0, v1, . . . , vn−2 and vn+1, vn+2, . . . , vn+m−1 are equal to zero, we get exactly

one l.c. iff vn−1 = 0, and no l.c. in the rest of the cases. Thereby, we get for this case

co(Γv) = 1 twice, and co(Γv) = 0 twice as well.

Summing up, we get the desired result.

n even, m odd: The proof for this case is analogous to the previous case.
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n and m even: This case differs from the second case only when all of the variables

vn+1, vn+2, . . . , vn+m−1 are equal to zero.

When not all of v0, v1, . . . , vn−2 are equal to zero, we get a l.c. iff vn−1 = 1, so we

obtain for this case that 2

 m− 1

r

 occurences of co(Γv) = r, r ≥ 1, and 2

 m− 1

r


occurences of co(Γv) = r − 1, r ≥ 1.

When all of v0, v1, . . . , vn−2 and vn+1, vn+2, . . . , vn+m−1 are equal to zero, there is no

l.c. in any of the four cases. Thereby, we get for this case co(Γv) = 0 four times.

5.4 Spectral Interpretations of the Interlace Polynomial

As we saw in definition 5.2 in section 5.2, the interlace polynomial Q is closely related to

the set of transforms {I,H,N}n. We now give further spectral interpretations of Q. This

allows us to extend the concept to hypergraphs (or Boolean functions of higher degree

than two). Given a graph G with adjacency matrix Γ, its complement is defined to be the

graph with adjacency matrix Γ + I + 1 ( mod 2), where I is the identity matrix and 1 is

the all-ones matrix.

We recall here definition 2.25:

Definition 5.10 The action of Local Complementation (LC) (also known as vertex-

neighbour-complement (VNC)) on a graph G at vertex v is defined as the graph trans-

formation obtained by replacing the subgraph G[Nv] (i.e., the induced subgraph of the

neighbourhood Nv of the vth vertex of G) by its complement.

Theorem 5.11 [1] The interlace polynomial Q is invariant under LC.

Proof: From definition 5.2 and chapter 3, one can show that Q is invariant w.r.t.

{I,H,N}n. But, as seen in section 3.3.3, this set defines the LC operation.

Definition 5.12 [2, 5] The action of pivot on a graph, G, at two connected vertices, u

and v, (i.e. where G contains the edge uv), is given by LC(v)LC(u)LC(v) - that is the

action of LC at vertex v, then vertex u, then vertex v again.
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Example: with v = 0, u = 4

Pivot

LC

LC

LC

1

3

2

0−4

0

0

4

0 0

0

4 4

4

1

2

3

1

2

3

1

2

3

0

4

Theorem 5.13 [2] The interlace polynomial q is invariant under pivot.

Proof: By considering definition 5.1 it is possible to show that q is invariant w.r.t. {I,H}n.

One can then show that pivot can be defined by {I,H}n (see chapter 7).

Theorem 5.14 The corank of the modified adjacency matrix is given by

co(ΓU ) = log2(max
k
|PU,k|2) ,

where PU,k are the entries of PU as defined in (1.1).

Proof: We prove the theorem for U ∈ {H,N}n, as the case for U ∈ {I,H,N}n then

follows trivially. First, we must recall the autocorrelation of a Boolean function p(x) w.r.t.

{H,N}n:

Ak =
∑

x∈GF (2)n

(−1)p(x)+p(x+k)+
Pn−1

i=0 χ
RN

(i)ki(xi+1)
,

where k = (k0, k1, . . . , kn−1) ∈ GF(2)n, and χRN
(i) is the characteristic function of RN,

i.e,

χRN
(i) =

 1, i ∈ RN

0, i /∈ RN
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Let co(ΓU ) = c. Then, from chapter 3, we can deduce easily that exactly 2c of the

autocorrelation values Ak are different from zero, and furthermore that, for those k’s,

Ak = ±2n. Clearly, A0...0 = 2n. We shall extensively use the property
A0...0

A0...1

...

A1...1


U

−→

←−

U−1


|P0...0|2

|P0...1|2
...

|P1...1|2

 (5.5)

We differentiate two cases. First, let U = H ⊗ · · · ⊗ H. Then, in U there always

exists a row i with entries in ±1 ordered in such a way that, when multiplying by

(A0...0, A0...1, . . . , A1...1)T , we get 2n/22c. By (5.5), this is |Pk|2, for some k. Then, af-

ter normalization, we get 2c. Clearly, this value is the maximum value that we can obtain,

so the theorem is true for U = H ⊗ · · · ⊗H.

Now, let any U ∈ {H,N}n except H⊗· · ·⊗H. By (5.5), we can obtain the autocorre-

lation vector as (A0...0, A0...1, . . . , A1...1)T = U−1(|P0...0|2, |P0...1|2, . . . , |P0...0|2)T . Because

of the shape of N , in U−1 half of the rows have purely imaginary entries. Since both the

|Pk|2’s and the Ak’s are real, we have that the corresponding Ak’s must be equal to zero.

Trivially, the rows in U−1 that have purely imaginary entries correspond to the columns

in U with purely imaginary entries, the rest being real. Now, as in the previous case, we

can always find a row i such that, when multiplying by (A0...0, A0...1, . . . , A1...1)T , we get

2n/22c, and this is the maximum value we can get.

Remark: By the proof of the previous theorem, we can see that in all cases but for

U = H ⊗ · · · ⊗H the values in the power spectrum are strongly related.

We recall here definition 2.1:

Definition 5.15 [29] The Peak-to-Average Power Ratio of a vector s ∈ C2n
, with respect

to a set of 2n × 2n unitary transforms T, is

PART(s) = max
U ∈ T

k ∈ Zn
2

(|PU,k|2), where PU = (PU,k) = Us ∈ C2n
. (5.6)

Corollary 5.16 Let p(x) be a quadratic Boolean function, and let s = (−1)p(x). Then, by

theorem 5.14, the Peak-to-Average Power Ratio of s, PART(s) is equal to the degree of the

91



interlace polynomial q, QHN , or Q, for T = {I,H}n, {H,N}n or {I,H,N}n, respectively.

The “GDJ sequences”, as defined in [64], can be identified, without loss of generality,

with the path graph. Here we use (5.4) to prove Conjectures 1,2, and 3 of [64]:

Lemma 5.17 (Conjecture 1 of [64]) PARH of the path graph is 1.0 for even n and 2.0

for odd.

Proof: By (5.4), and as in this case vi = 0 for all i, we get that Dn = Dn−2, mod 2.

Expanding this relationship, we see that, when n is even, Dn = D2 = 1; when n is odd,

Dn = D1 = 0. Now, from the proof of the QHN of the line (lemma 5.7), we know that the

rank of the matrix cannot be lower than n− 1, so in the even case we get PARH = 1 and

in the odd case PARH = 2.

Lemma 5.18 (Conjecture 2 of [64]) PARN of the path graph is 1.0 for n 6= 2 mod 3 and

2.0 for n = 2 mod 3.

Proof: From (5.4), and as in this case vi = 1 for all i, we get thatDn = Dn−1+Dn−2 mod 2.

It is clear that D1 = 1, D2 = 0 and D3 = D2 +D1 = 1. For n > 3, Dn = Dn−1 +Dn−2 =

Dn−2+Dn−3+Dn−2 = Dn−3. By iterating the argument, when n = 0 mod 3,Dn = D3 = 1;

when n = 1 mod 3, Dn = D1 = 1; when n = 2 mod 3, Dn = D2 = 0.

From lemmas 5.17 and 5.18 it follows that:

Corollary 5.19 (Conjecture 3 of [64]) PARH and PARN of the path graph are both 1.0

for n even, n 6= 2 mod 3.

Remark: [6, 1] show that q(−1) = (−1)r2n−r, where r is the rank of Γ + I. From

chapter 3 and the results in this chapter it is therefore clear that PARN (s) = |q(−1)| and

that, for quadratics, PARN is pivot-invariant.

Theorem 5.20 Let p(x) be a quadratic Boolean function. Let s = (−1)p(x), and let

U ∈ T, where T = {I,H,N}n or one of its subsets. Then, the power spectrum |PU |2 =

(|PU,k|2), where PU = (PU,k) = Us ∈ C2n
is the spectrum of p under U , is either flat
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(one-valued) or two-valued. Furthermore, if it is two-valued, one of the values is 0 and

the other value is equal to 2co(ΓU ).

Remark: Note that this implies that the values in the power spectra are always a power

of 2, in the case of quadratics. Computational results show that this is not the case for

higher degree Boolean functions.

Proof: We prove that the power-spectrum is one or two-valued w.r.t. {H,N}n as

the case for {I,H,N}n then follows trivially. We shall denote the unitary transform by

Ti0,...,in−1 , where the indices ij ∈ {0, 1, 2}, and Ti0,...,in−1 =
∏

ij=0 Ij
∏

ij=1Hj
∏

ij=2Nj ,

where {I,H or N}j means that the 2× 2 transform is applied to the index j.

The action of the transforms T10...0 or T20...0 on s give as possible values the following

sets: 1√
2
{(2, 0), (0, 2), (0,−2), (−2, 0)} or 1√

2
{(1,−i), (−i, 1), (−i,−1), (−1,−i)}, respec-

tively. Normalization allows us to ignore global magnitudes and pairwise phase, so we can

simplify the above sets to {(1, 0), (0, 1)} and {(1, i), (1,−i)}. For quadratics, the subse-

quent action of T010...0 or T020...0 on the previous sets means that H or N , respectively,

act on the previous pair of values (a, b) as (a, a) and (b, b), if the term x0x1 is not in p(x),

and (b, a) and (a, b) if x0x1 is in p(x). Therefore, the action of T110...0 or T120...0 gives as

possible sets of values (depending on whether the term x0x1 is included in the function or

not) {(0, 0), (1, 0)} and {(1,−1), (1, 1)}, or {(0, 0), (1,−i)} and {(1,−1), (1, 1)} (after nor-

malization). By similar arguments, we have that the action of T210...0 or T220...0 gives the

possible sets of values {(1, 0)} and {(1, i), (1,−i)}, or {(1,−i)} and {(1, 0), (0, 1)} (after

normalization). All output sets are one and two-valued and have ocurred before. But all

{H,N}n can be covered by sucessive applications of T0...01...0 or T0...01...0, and as we have

seen we obtain every time the same sets of possible values, and taking the square of the

(complex) modulus of the values in those sets, we get that the power spectra is one or

two-valued.

Definition 5.21 (see [27]) An independent set (IS) of a graph G is a subset of the set of

vertices V such that no two vertices in the subset are adjoint.

Lemma 5.22 PARIH = 2max |IS|.
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Proof: PARIH is, as we saw in theorem 5.14, the logarithm (base 2) of the maximal

value of the corank of the modified adjacency matrix over all transforms in {I,H}n. But

the corank is maximal when the graph has been completely separated, and its value gives

the smallest possible number of fixings we have to do to get a completely disjoint graph.

But this is exactly the maximal size along the independent sets, max|IS|, that is, the

maximal number of variables that such a graph can have.

Corollary 5.23 deg(q) = 2max |IS|.

Proof: By corollary 5.16 and lemma 5.22.

Furthermore:

Theorem 5.24 [27] If the maximum independent set over all graphs in the LC orbit of

the graph G has size λ(G), then all functions corresponding to graphs in the orbit will have

PARIHN = 2λ(G).

Corollary 5.25 deg(Q) = 2λ(G).

Proof: By corollary 5.16 and theorem 5.24.

Definition 5.26 [43, 65] The Multivariate Merit Factor (MMF) and the Clifford Merit

Factor (CMF) are defined as MMF =
4n

2σ
, and CMF =

6n

2E
, where

2σ =
∑

U ∈ {H, N}n

k ∈ Zn
2

|PU,k|4 − 4n, 2E =
∑

U ∈ {I, H, N}n

k ∈ Zn
2

|PU,k|4 − 6n .

Corollary 5.27 MMF =
4n

2nQHN (4)− 4n
, and CMF =

6n

2nQ(4)− 6n
.

Proof: By theorems 5.14 and 5.20, and the fact that
∑

k |PU,k|2 = 2n.
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Clearly, σ and E are derived from their respective L4-norms: e.g.,∑
U ∈ {I, H, N}n

k ∈ Zn
2

|PU,k|4 = 2nQ(4) .

We can generalise the result to express the Lp norms in terms of the interlace polynomials.

Lemma 5.28 The Lp-norms w.r.t. {I,H,N}n, {H,N}n, and {I,H}n for all 1 ≤ p <∞,

are,
Lp-normIHN = (2nQ(2

p−2
2 + 2))

1
p ,

Lp-normHN = (2nQHN (2
p−2
2 + 2))

1
p

Lp-normIH = (2nq(2
p−2
2 + 1))

1
p ,

respectively.

Theorem 5.20, together with theorem 5.14, tells us that, for quadratics, the interlace

polynomial encapsulates much of the information about the spectra. But for higher de-

gree Boolean functions, the number of values of the spectrum grows with the number of

variables, and concretely, for each function, with the number of variables we have to fix

to get a quadratic function. So, for higher-degree functions, we lose information by just

considering the maximum of the spectrum - we require a more detailed generalisation of

the interlace polynomial. We defer the complete solution of this problem to future work

but offer an initial generalisation to hypergraphs below from which, by theorem 5.14, we

can still compute the number of flat spectra and the PAR:

Definition 5.29 The interlace polynomial1 of a hypergraph is

Q =
∑

U∈{I,H,N}n

(z − 2)log2(maxk |PU,k|2) .

Remark: The generalisation preserves the property Q(G) = Q(G1)Q(G2), if G is the

disjoint union of G1 and G2.
1Note that, in general, it will not be really a polynomial, because some of the exponents might be

non-integer, and even irrational. In some cases, though, they are rational, so we can, by multiplying by a

certain (z − 2)l, get a polynomial.
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5.5 Conclusions

We have shown that the interlace polynomial can be used to summarise many of the

spectral properties of quadratic Boolean functions with respect to a special subset of

tensor transforms. We also derived interlace polynomials for the clique and clique-line-

clique functions. We then defined the HN-interlace polynomial, and derived its form for

the clique, the line, and the clique-line-clique functions. We proved some conjectures of

[64], and presented other spectral interpretations of the interlace polynomial, including the

characterisation of the values of the power spectra for quadratics. Finally we generalised

the interlace polynomial to hypergraphs.
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Chapter 6

The Two-variable Interlace

Polynomial

Some of the results in this chapter can be found in [78].

6.1 Overview

In chapter 5, we showed how to interprete the interlace polynomial from a spectral point

of view, and that q(G; 1) (resp. Q(G; 2)) is the number of flat spectra of the function

w.r.t. {I,H}n (resp. {I,H,N}n). Furthermore, we saw that the Peak-to-Average Power

Ratio of (−1)p, PAR{I,H}n(−1)p (resp. PAR{I,H,N}n(−1)p), is equal to the degree of

the interlace polynomial q(z) (resp. Q(z)). However, it gives no information about the

dimension of the set S of variables not fixed (that is, the weight on H’s (resp. in H’s and

N ’s)) once computed. We shall show that the two-variable interlace polynomial provides

this information.

In [5], Arratia, Bollobas and Sorkin defined an extension of the interlace polynomial

q [4] (see chapter 5), to a new interlace polynomial q(x, y). Here we propose a similar

extension of Q as defined by Aigner and Van der Holst in [1] to a new polynomial Q(x, y).

We also propose the extension of the HN-interlace polynomial QHN (see chapter 5) to the

two-variable QHN (x, y). Furthermore, we define the IN-interlace polynomial QIN (x, y).

In section 6.7, we show how the weight hierarchy of the binary linear code associated

to a bipartite graph can be derived from an extension of the interlace polynomial, a three-
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variable interlace polynomial.

6.2 Interlace Polynomial q(x, y)

Here we offer a definition of q(x, y) that is equivalent to the one proposed in [5]:

Definition 6.1 The two-variable interlace polynomial q(G;x, y) of a graph G in n vari-

ables is defined as

q(G;x, y) =
∑

U∈{I,H}n

(x− 1)rk(ΓU )(y − 1)co(ΓU ) , (6.1)

where co(ΓV ) and rk(ΓV ) stand respectively for the corank and rank of the modified ad-

jacency matrix of the graph w.r.t. V ∈ {I,H,N}n, ΓV , obtained by erasing the rows and

columns whose indices are in RI (see definition 5.1).

Remark: Clearly, we have that q(2, y) = q(y). By applying the results in chapter 5,

deg(q(2, y)) =PARIH .

Lemma 6.2 deg(q(2, y)) = deg(q(1, y)).

Proof: Clearly, q(2, y) = q(y). This implies, using theorem 5.14, that deg(q(2, y)) =PARIH .

Now, as can be deduced from [5], the degree of q(1, y) is equal to 2max |IS|, and PARIH =

2max |IS| by lemma 5.22.

Lemma 6.3 q(x, 1) gives the number of flat spectra, for each |RI|, of the function w.r.t.

{I,H}n. Furthermore, n−deg(q(x, 1)) is the smallest possible number of fixings that we

have to do to get a flat spectrum.

Proof: From the definition we can see that

q(x, 1) =
∑

U,co(ΓU )=0

(x− 1)rk(ΓU ) .

Now, when co(ΓU ) = 0, then the matrix has full rank, and therefore that rk(ΓU ) = n−|RI|.

Thus, q(x, 1) tells you where to locate the flat spectra, and the degree is maximal when

the number of fixings is minimal.
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Lemma 6.4 q(1, y) gives the independent sets, and also gives |RI| for the transform that

generates them. Furthermore, deg(q(1, y)) gives the maximal size of an independent set.

Proof: Clearly,

q(1, y) =
∑

U,rk(ΓU )=0

(y − 1)co(ΓU ) .

But the only subgraph such that rk(ΓU ) = 0 is the empty graph. Thus, q(1, y) tells us

how to separate totally the graph and how many fixings we have to make to do so, and

as co(ΓU ) = n − |RI|, the degree of q(1, y) tells us the smallest possible number of fix-

ings we have to do to get a separate graph; i.e., how many variables can have such a graph.

Remark: q(x, y) gives us the bentness of the function. That is, if xn appears in

q(x, y), then the function is bent. Otherwise, it is not bent.

Lemma 6.5 The following equality holds:

qx(G; 1, 1) = #{U : rk(U) = 1, co(U) = 0} = 0 ,

where the subindex means derivative w.r.t. x.

6.3 Interlace Polynomial Q(x, y)

Definition 6.6 The two-variable interlace polynomial Q(G;x, y) of a graph G in n vari-

ables is defined as

Q(G;x, y) =
∑

V ∈{I,H,N}n

(x− 2)rk(ΓV )(y − 2)co(ΓV ) , (6.2)

where co(ΓV ) and rk(ΓV ) stand respectively for the corank and rank of the modified ad-

jacency matrix of the graph w.r.t. V ∈ {I,H,N}n, ΓV , obtained by erasing the rows and

columns whose indices are in RI, as before, and then substituting 0 by vi ∈ GF(2) in those

indices i ∈ RH ∪RN, where vi = 1 iff i ∈ RN (see definition 5.2).

Remark: Q(3, y) = Q(y) as defined in [1].

Lemma 6.7 Q(2, y) = q(1, y − 1).
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Proof: Clearly,

Q(2, y) =
∑

V,rk(ΓV )=0

(y − 2)co(ΓV ) .

As before, the only subgraph such that rk(ΓV ) = 0 is the empty graph. Also, rk(ΓV ) = 0

iff RN = ∅. Thus, Q(2, y) =
∑

V ∈{I,H}n,rk(ΓV )=0

(y − 2)co(Γ[S]) = q(1, y − 1).

Lemma 6.8 The following equalities hold:

Qx(G; 2, 2) = #{V : rk(V ) = 1, co(V ) = 0} = n ,

Qx,y(G; 2, 2) = #{V : rk(V ) = 1, co = 1} = #edges = # terms p(x) ,

where the subindex means derivative w.r.t. the corresponding variable.

6.4 IN-Interlace Polynomial QIN(x, y)

For completeness, we define the two-variable IN-interlace polynomial (that is, the polyno-

mial w.r.t. {I,N}n):

Definition 6.9

QIN (G;x, y) =
∑

T∈{I,N}n

(x− 2)rk(ΓT )(y − 2)co(ΓT ) , (6.3)

where co(ΓT ) and rk(ΓT ) stand respectively for the corank and rank of the modified ad-

jacency matrix of the graph w.r.t. T ∈ {I,N}n, ΓT , obtained by erasing the rows and

columns whose indices are in RI, as before, and then substituting 0 by 1 in those indices

i ∈ RN.

Since in this case the rank of the matrix cannot be zero, but for the case when RN = ∅,

we get as a first result:

Lemma 6.10 QIN (G; 2, y) = 1.

6.5 HN-Interlace Polynomial QHN(x, y)

For completeness, we define as well the two-variable HN-interlace polynomial (that is, the

polynomial w.r.t. {H,N}n):
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Definition 6.11

QHN (G;x, y) =
∑

W∈{H,N}n

(x− 2)rk(ΓW )(y − 2)co(ΓW ) , (6.4)

where co(ΓW ) and rk(ΓW ) stand respectively for the corank and rank of the modified ad-

jacency matrix of the graph w.r.t. W ∈ {H,N}n, ΓW , obtained by substituting 0 by 1 in

those indices i ∈ RN.

As in this case the rank cannot be zero, except for the empty graph or a graph in only

one variable, then for all graphs but the ones mentioned we get as a first result

Lemma 6.12 QHN (G; 2, y) = 0.

6.6 QHN(x, y) from Q(x, y)

Q(G;x, y) =
∑

V ∈{I,H,N}n

(x− 2)rk(ΓV )(y − 2)co(ΓV )

On the other hand:

QHN (G;x, y) =
∑

W∈{H,N}n

(x− 2)rk(ΓW )(y − 2)co(ΓW ) .

QHN (G;x, y) comprises the summands of Q(G;x, y) such that RI = ∅. That is, such that

rk(ΓV ) + co(ΓV ) = n. Such terms will be the “survivors” after deriving n times in total,

in the 2 variables. In other words,

QHN (G;x, y) =
∑

k+l=n

1
k!

1
l!

∂n

∂xk∂yl
Q(G;x, y)

6.7 Weight Hierarchy

Let v = (v0, . . . , vn−1) ∈ GF(2)n. We define the support of v by

supp v = {i : vi 6= 0} .

For a set X ⊆ GF(2)n, we define then X = ∪v∈Xsupp v.
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Definition 6.13 [46, 99] The weight hierarchy of an [n, k, d] binary linear code C is the

sequence (d1, . . . , dk), where

dr = min{supp D : D ≤ C, dim D = r} ,

where ‘≤’ means here ‘subspace of’.

In section 6.2, we saw that the two-variable interlace polynomial offers more informa-

tion about the spectra than the one-variable polynomials. Still, we can see that if we try

to compute the weight hierarchy of a code based on a bipartite graph, q(x, y) does not give

enough information. We introduce an extension of the interlace polynomial that contains

all necessary information about the weight hierarchy.

The subset of quadratic Boolean functions that can be represented by bipartite graphs,

have an interpretation as binary linear codes [67]: Let TC, TC⊥ be a bipartite splitting

of {0, . . . , n−1}, and let us partition the variable set x = (x0, . . . , xn−1) as x = xC∪xC⊥ ,

where xC = {xi : i ∈ TC}, and xC⊥ = {xi : i ∈ TC⊥}. For a quadratic bipartite

function p(x), we can write p(x) =
∑

k qk(xC)rk(xC⊥), with qk and rk homogeneous linear

Boolean functions where deg(qk(xC)) = deg(rk(xC⊥)) = 1 ∀k (clearly, such a function p(x)

corresponds to a bipartite graph), and let s(x) = (−1)p(x). Then:

Theorem 6.14 [67] The action of the transform
∏

i∈THi, with T = TC or TC⊥, on

s(x) gives s′(x) = m(x), with m the ANF of a Boolean function. s′ is the binary indicator

for a binary linear [n, n − |T|, d] error correcting code, C. In other words, the transform

defines a code C such that s′(x) = 1 iff x ∈ C. Furthermore, the codes obtained from

taking T = TC or TC⊥ are mutually dual.

Let p(x) be the quadratic Boolean function associated to a graph in n+m variables.

Then, the weight hierarchy of its associated code C is given by:

Theorem 6.15 [67] Let [sC ] the indicator of the [n+m, k, d] binary linear code associated

to the graph, C (see (6.7)). Let Q ⊂ {0, . . . , n+m− 1}. Let,

mQ =
|Q|+ log2(µ)− (n+m) + k

2
, with µ = PAR(s′C) , (6.5)

where s′C = (
∏

j∈Qc Ij
∏

j∈QHj)[sC ], where ‘Qc’ stands for the complement of the subset

Q. Then, the weight hierarchy of the code C, dj, is given by:

dj = min
Q:mQ=j

|Q| . (6.6)
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We suppose that the code C is given by TC = {n, . . . , n+m−1},TC⊥ = {0, . . . , n−1}.

That means that the binary indicator [sC ] is obtained as:

[sC ] = (

n︷ ︸︸ ︷
I ⊗ · · · ⊗ I ⊗

m︷ ︸︸ ︷
H ⊗ · · · ⊗H)(−1)p = (Hn · · ·Hn+m−1)(−1)p . (6.7)

Note: If the binary indicator of the code is obtained as [sC⊥ ] = (H0 · · ·Hn−1)(−1)p

(the dual code), by applying a change of variables we are back in the first case.

We want to write the weight hierarchy in terms of the modified adjacency matrix w.r.t.

the transforms in {I,H}n+m. It is important to know whether we have the code C or its

dual (whether we apply I’s to the ‘left’ of the graph and H’s to the ‘right’ or viceversa), as

the final transform is the product of the transform
∏

j∈Qc Ij
∏

j∈QHj with the transform

that converts s into [sC ]: in our case, the final transform applied to the bipolar vector of

the function will be

(
∏

j∈Qc

Ij
∏
j∈Q

Hj) · (Hn · · ·Hn+m−1)(−1)p . (6.8)

So even q(x, y) is not enough for computing the weight hierarchy, as it offers no information

about the position on which the H’s or I’s are applied.

Let U = U1(Hn · · ·Hn+m−1), which will cover all of {I,H}n+m if U1 does. Then,

let U = (
∏

j∈RI
Ij
∏

j∈RH
Hj). Furthermore, let R1

H = RH ∩ {0, . . . , n − 1}, R1
I =

RI∩{0, . . . , n−1}, and let R2
H = RH∩{n, . . . , n+m−1}, R2

I = RI∩{n, . . . , n+m−1}.

Then, we can rewrite Q as:

|Q| = |RH(U1)| = |R1
H|+ (m− |R2

H|) .

Also, log2(µ) = co(ΓU ), where ΓU is the modified adjacency matrix under the transform

U = (
∏

j∈RI

Ij
∏

j∈RH

Hj)(Hn · · ·Hn+m−1) .

Since p is bipartite, its adjacency matrix will be of the form:

Γ =

 0 M

M t 0

 .
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Definition 6.16 We define qw(x, y, z), a three-variable interlace polynomial which is an

extension of the two-variable interlace polynomial, by

qw(x, y, z) =
∑
U

(x− 1)rk(MRI
)(y − 1)R

1
H+rk(MRI

)(z − 1)R
2
H+rk(MRI

) , (6.9)

where MRI
is the matrix M after erasing in Γ the rows and columns of those indices

i ∈ RI.

Since the blocks of the matrix are independent, we see that rk(ΓU ) = 2rk(MRI
) and

co(ΓU ) = |R1
H|+ |R2

H| − 2rk(MRI
). Therefore, we have that

q(x, y) = qw((x+ 1)2 − 1, y, y) . (6.10)

We now have all the information needed to compute the weight hierarchy, for we can

rewrite (6.5) as

mQ =
|R1

H|+ (m− |R2
H|) + co(ΓU )− (n+m) + k

2
. (6.11)

Now, k = n, as we assume that the code C is given by applying I’s to the indices

0, . . . , n− 1. Substituting the corank in (6.11), we obtain mQ = |R1
H| − rk(MRI

).

We denote Y = y − 1, Z = z − 1. We define

q0w = Zmqw(2, X, Z−1) =
∑
U

Y |R1
H|−rk(MRI

)Zm−(|R2
H|−rk(MRI

)) .

Then, mQ = degY q
0
w, where degY means the degree in the variable Y . Then,

Lemma 6.17

dj = min
mQ=j

|Q| = min
degY q0

w=j
degq0w .

Example: Following the example on pages 18–19 of [67], we compute the three-

variable interlace polynomial for p = x0x2 + x0x3 + x0x4 + x1x2 + x1x4 from the PAR for

each transform (see section 5.4); we use the notation X = x− 1, Y = y − 1, Z = z − 1:

qw = X0Y 0Z3 + 3X0Y 0Z2 + 3X0Y 0Z1 +X0Y 0Z0 + 2X1Y 0Z2

+ 6X1Y 0Z1 + 5X1Y 0Z0 + 3X1Y 0Z1 +X2Y 0Z1 + 2X2Y 0Z0

+ X1Y 1Z1 + 3X1Y 1Z0 +X0Y 2Z0

.
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Then,

q0w = Y 0Z0 + 5Y 0Z1 + 13Y 0Z2 + 8Y 0Z3 + Y 1Z2 + 3Y 1Z3 + Y 2Z3 .

We have thus: terms with degY q
0
w = 0 : {Y 0Z0, Y 0Z1, Y 0Z2, Y 0Z3}, whose minimal

degree is 0. So we obtain d0 = mindegY q0
w=0 degq0w = 0. Similarly, we get d1 = 3 and

d2 = 5.

6.8 Conclusions

As in chapter 5 for the one-variable interlace polynomial, we developed an interpretation of

the two-variable interlace polynomial proposed in [5], and extended the concept to define

the polynomials Q(x, y), QIN (x, y) and QHN (x, y). Also, we showed how to derive the

weight hierarchy of the binary code associated with a bipartite graph from an extension

of its interlace polynomial, a three-variable interlace polynomial.
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Chapter 7

On Pivot Orbits of Boolean

Functions

The results for this chapter can be found in [77].

7.1 Overview

The pivot operation on a graph G was used by Arratia, Bollobás and Sorkin [2] to define

the interlace polynomial q(G, z) (see chapter 5), as a variant of Tutte and Tutte-Martin

polynomials [17]. In chapter 5, we relate the interlace polynomials of a graph to the

spectra of a quadratic Boolean function with respect to a strategic subset of local unitary

transforms, the set {I,H,N}n.

In this chapter we characterise the pivot operation using algebraic normal form (ANF).

We also generalise pivot to hypergraphs, and state the (necessary and sufficient) condition

that a function of degree higher than two must fulfill in order to allow such an operation.

Then we show how the pivot operation on a (hyper)graph can be written as a transform

on the bipolar vector of the function associated to it. Using this, we construct a family of

Boolean functions that have a large number of flat spectra w.r.t. {I,H}n, and compute

this number. We study the pivot orbit trajectory of structures that include a clique

and develop lower bounds on the number of flat spectra of a graph w.r.t. {I,H}n and

{I,H,N}n.
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7.2 Pivot

Here we will see different interpretations of the pivot transform. We recall definition 5.12:

The action of pivot on a graph, G, at two connected vertices, u and v, (i.e. where G

contains the edge uv), is given by LC(v)LC(u)LC(v) - that is the action of LC at vertex

v, then vertex u, then vertex vagain.

7.2.1 Pivot in Terms of Boolean Functions

Lemma 7.1 Let p be a quadratic Boolean function. We can write

p = xixj + xiNi + xjNj +R ,

where Ni, Nj, and R are not functions of xi or xj. Then, after pivoting its associated

graph on the edge ij, p becomes (equivalent1 to)

piji = xixj + xiNj + xjNi +NiNj +R = p+ (xi + xj)(Ni +Nj) +NiNj .

7.2.2 A Generalisation to Hypergraphs

Definition 7.2 Let p = xixj + q(x0, . . . , xn−1) be a function of any degree (≥ 2) in the

variables {0, . . . , n − 1} such that xixj is not a multiplying term in q (that is, such that
∂2

∂xixj
q = 1). Then, we can define the pivot operation in the associated hypergraph on the

edge ij by its ANF as piji = xixj +xiNj +xjNi+NiNj +R = p+(xi+xj)(Ni+Nj)+NiNj,

where p = xixj + xiNi + xjNj +R as before.

Remarks: Note that now there is no restriction in the degree of Ni,Nj , and also that

due to the condition on p (and equivalently to it) Ni and Nj are independent of both

xi and xj and so the formula is well-defined, while if we don’t have this condition the

definition is ambiguous. When p is quadratic and the vertices i and j are connected, the

condition is always fulfilled and the definition is consistent.

Lemma 7.3 Let G be a bipartite (hyper)graph. Then, after pivoting on any edge of G,

the resultant (hyper)graph is bipartite.
1By ‘equivalent’ we understand here that the graph associated to piji is the same as the graph obtained

from the associated graph of p by pivoting on the edge ij.
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7.2.3 Pivot in Spectral Terms

Theorem 7.4 Let p be a function that fulfills the condition on definition 7.2. Then, the

pivot of its associated (hyper)graph lies in the orbit of {I,H}n. Concretely, if we call piji

the function result of pivoting on the edge ij of the (hyper)graph associated with p, then

(−1)piji = (Hi ·Hj)(−1)p .

Proof: Let p = xixj + xiNi + xjNj + R, and let s = (−1)p. Then, by theorem 18 in

[67],

s′ = His = (xj +Ni + xi + 1)(−1)xjNj+R .

Now, applying theorem 19 of [67], we get

s′′ = Hjs
′ = 1 · (−1)R+(Ni+xi)(Nj+xj) = (−1)xixj+xiNj+xjNi+NiNj+R ,

which is what we wanted. Note that, by the condition on p, Ni does not depend on xj ,

and that ensures that the condition of theorem 19 of [67] is fulfilled.

Proof 2: Here we give an alternative proof of theorem 7.4. As in the first proof, let

p = xixj + xiNi + xjNj +R, and let s = (−1)p. Then, by theorem 3.7, Nis = ip
′
, where

p′ = 2(p(x) + xjNi +
∑

r, s ∈ Ni

r 6= s

xrxs) + 3 (xi + xj +Ni) .

Define δ1 =
∏

k∈S1

(
1 0

0 i

)
k

∏
k∈Sc

1

Ik, where S1 = Ni ∪{i}∪{j}. Applying δ1 to Nis, we

get s′ = δ1Nis = (−1)pi , where

pi = p(x) + xjNi +
∑

r, s ∈ Ni

r 6= s

xrxs = xixj + xiNi + xj(Ni +Nj) +
∑

r, s ∈ Ni

r 6= s

xrxs +R .
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This was the result of the action of LCi. Now we apply LCj ; that is, we apply Nj to s′.

The result is Njs
′ = ip

′′
, where

p′′ = 2(xixj + xiNi + xj(Ni +Nj) +
∑

r, s ∈ Ni

r 6= s

xrxs +R+ xi(Ni +Nj)+

+
∑

r, s ∈ Ni ∪ Nj

r 6= s

xrxs) + 3 (xi + xj +Ni +Nj) .

Define δ2 =
∏

k∈S2

 1 0

0 i


k

∏
k∈Sc

2

Ik, where S2 = Ni ∪Nj ∪ {i} ∪ {j}. Applying δ2 to Njs
′,

the result is s′′ = δ2Njs
′ = (−1)ji, where

pji = xixj + xiNj + xj(Ni +Nj) +
∑

r, s ∈ Ni

r 6= s

xrxs +
∑

r, s ∈ Ni ∪ Nj

r 6= s

xrxs +R .

Finally, we apply LCi again. The result is Nis
′′ = ip

′′′
, where

p′′′ = 2(xixj + xiNj + xj(Ni +Nj) +
∑

r, s ∈ Ni

r 6= s

xrxs +
∑

r, s ∈ Ni ∪ Nj

r 6= s

xrxs +R

+ xjNj +
∑

r, s ∈ Nj

r 6= s

xrxs) + 3 (xi + xj +Nj)
.

Define now δ3 =
∏

k∈S3

 1 0

0 i


k

∏
k∈Sc

3

Ik, where S3 = Nj ∪ {i} ∪ {j}. Applying it to the

previous output, we get s′′′ = δ3(−1)piji , where

piji = xixj + xiNj + xjNi +
∑

r ∈ Ni, s ∈ Nj

r 6= s

xrxs +R .

Let ∆a ∈


 1 0

0 ±i

 ,

 0 1

±i 0

, ∆b ∈


 1 0

0 ±1

 ,

 0 1

±1 0

. Trans-

lating the previous results into local unitary transforms, and considering that N2 = ∆aH,

∆b∆a = ∆a, we see that we have applied:

• In position i: ∆aN∆a∆aN = ∆aN∆bN = ∆a∆bNN = ∆b∆bH = ∆bH
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• In position j: ∆a∆aN∆a = ∆bN∆a = ∆b∆bH = ∆bH

• Positions Ni and Nj : ∆a∆a = ∆b.

• Remaining positions: I.

Corollary 7.5 Let p be a Boolean function of any degree such that it satisfies the con-

ditions of definition 7.2. Then, p has a flat spectrum with respect to the transform

U = Hi ·Hj.

7.3 Enumeration of Pivot Orbits

We enumerate the number of orbits of connected graphs of n vertices, which are inequiv-

alent with respect to pivot, both for the unlabelled and labelled case, as shown in Table

7.1. It follows from Definition 5.12 that each LC orbit is partitioned into a set of pivot

orbits so that, given a list of all LC orbits over n vertices, we can generate and enumerate

all pivot orbits over n vertices. For the unlabelled case we make use of the classification

of self-dual quantum codes, which is isomorphic to the classification of LC graph orbits,

as described in [29, 30] and available at [26]. This classification in turn used nauty [60]

to deal efficiently with graph isomorphism. The subsequent enumeration of pivot orbits

of unlabelled connected graphs is shown in Table 7.1 up to n = 11. We have also classi-

fied and enumerated all pivot orbits for labelled connected graphs as shown in Table 7.1.

A complete list of pivot orbit representatives for both labelled and unlabelled connected

graphs is available at http://www.ii.uib.no/∼matthew/pivotorbits/files.html.

It can be shown that each (k, n− k)-bipartite graph is related to a binary [n, k] linear

code, C, via a simple transform from the set of {I,H}n transforms [67] (see section 10.8).

Likewise, the dual [n, n − k] code, C⊥, can also be obtained from the same graph via

another transform from the set of {I,H}n transforms. One can also show that C and

C⊥ are invariant under pivot of the associated bipartite graph and, consequently, such a

graph remains bipartite under pivot, as stated in Lemma 7.3. It is therefore of interest to

enumerate the number of pivot orbits of bipartite graphs.
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Table 7.1 enumerates pivot orbits of unlabelled and labelled connected bipartite graphs

up to n = 13, and a list of bipartite pivot orbit representatives for unlabelled and labelled

connected graphs is available at

http://www.ii.uib.no/ matthew/bipivotorbits/files.html.

n 1 2 3 4 5 6 7 8 9 10 11 12 13

in 1 1 2 4 10 35 134 777 6702 104825 3370317

jn 1 1 2 11 119 2303 80923

kn 1 1 1 2 3 8 15 43 110 370 1260 5366 25684

ln 1 1 1 4 26 251 3412

Table 7.1: Number of pivot-inequivalent labelled/unlabelled connected graphs, in: unla-

belled, jn: labelled, kn: unlabelled-bipartite, ln: labelled-bipartite

7.4 Construction and Bounds on the Number of Flat Spec-

tra

We now design a family of Boolean functions in n variables of degree less or equal to

max{t, 2}, where 0 ≤ t ≤ n − 1, and that have a large number of flat spectra w.r.t.

{I,H}n.

• fn,t =
t−1∑
i=0

n−1∑
j=t

xixj +
n−2∑
i=t

n−1∑
j=i+1

xixj + a(x0, x1, . . . , xn−1), where deg(a) ≤ 1.

• Family Fn,t: Fn,t = {fn,t+h(x0, x1, . . . , xt−1)}, where h is an arbitrary Boolean

function in t variables.

Conjecture 7.6 Let f ∈ Fn,t. Then the pivot orbit of f occurs within
n−1⋃
k=0

Fn,k.

Theorem 7.7 Let f ∈ Fn,t. Then the number of flat spectra of f w.r.t. {I,H}n is at

least (t+ 1)2n−t−1, where the bound is tight if f has degree t.

Remark: If f has degree t then all the (t + 1)2n−t−1 flat spectra correspond to

restrictions of f down to residual quadratic functions.
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Lemma 7.8 Let f ∈ Fn,t. Then the number of flat spectra of f w.r.t. {I,H,N}n is at

least (n+ 1)(t+ 1)2n−t−1 .

7.5 Number of Flat Spectra w.r.t. {I, H}n

We recall here definition 4.2: The clique in n variables (or complete graph) is defined as∑
0≤i<j≤n−1 xixj . By lemma 4.7, the clique has 2n−1 flat spectra w.r.t. {I,H}n, and thus

maximises the number of flat spectra w.r.t. {I,H}n.

We study here the behaviour of a graph that contains a clique. We consider 3 cases,

depending on the positions of the vertices A and B, where we pivot on the edge AB. Let

Cr be the clique in r variables contained in the graph. We denote by NA and NB the

neighbourhoods of A and B respectively, and by NAB the intersection of the neighbour-

hoods.

• A,B ∈ Cr: The clique remains invariant.

• A ∈ Cr, B /∈ Cr: Let m be the number of variables of Cr that are in NAB. Then

Cr splits and we get the cliques Cr−m, Cm+2, connected just by B. Moreover

A /∈ Cr−m, B ∈ Cr−m and A,B ∈ Cm+2.

• A,B /∈ Cr: In this case, Cr remains invariant, independently of whether A or B are

connected to it or not.

We give lower bounds on the number of flat spectra w.r.t. {I,H}n and {I,H,N}n

depending on internal structures:

Lemma 7.9 Consider a graph G and two unconnected subgraphs G1 and G2. The number

of flat spectra of G w.r.t. {I,H}n, KIH , has as lower bound: KIH(G) ≥ KIH(G1) ·

KIH(G2)

Corollary 7.10 If we consider inside the graph unconnected subgraphs G1, . . . , Gt, then

KIH(G) ≥
∏t

i=1KIH(Gi). For instance, if we get inside the graph unconnected cliques

Cr1 , . . . , Crt, then KIH(G) ≥
∏t

i=1 2ni−1 .
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Lemma 7.11 This is also true for the number of flat spectra w.r.t. {I,H,N}n: If we

consider inside the graph unconnected subgraphs G1, . . . , Gt, then we have that KIHN (G) ≥∏t
i=1KIHN (Gi) .

7.6 Conclusions

We characterised the pivot operation using algebraic normal form (ANF), and generalised

the concept to hypergraphs, stating the necessary and sufficient condition that a function

of degree higher than two must fulfill in order to allow such an operation. We showed

then how the pivot operation on a (hyper)graph can be written as a transform on the

bipolar vector of the function associated to it. We construct a family of Boolean functions

that have a large number of flat spectra w.r.t. {I,H}n, and computed this number. We

studied the pivot orbit trajectory of structures that include a clique and developed lower

bounds on the number of flat spectra of a graph w.r.t. {I,H}n and {I,H,N}n.
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Chapter 8

Further Symmetries for {I, H, N}n

8.1 Overview

In this chapter, we show for which cases we can change the degree of a function by pivoting

on its associated hypergraph, or reduce or increase the number of high degree terms. We

describe as well the explicit formula for the result of applying a transform U ∈ {I,N}n

to the bipolar vector of a Boolean function or, in general, to any vector with entries in

the set {0,±1}. Together with the results proposed by Parker and Rijmen in [67], and

by iteration we can compute the result of the application of a U ∈ {I,H,N}n to any

vector with entries in the set {0,±1}. Furthermore, we show how to use these results for

computing the result of the application of a U ∈ {I,H,N}n to ip for p : {0, 1}n → Z4.

8.2 Changing the Degree by Pivoting

In chapter 7, we proposed a generalisation of the pivot transform to hypergraphs. We will

see here how in the case of some functions of degree higher than two we can change its

degree by pivoting in the associated hypergraph. Those functions will still be equivalent,

in the sense that they are {I,H}n-equivalent.

Lemma 8.1 Let p be a Boolean function, such that:

• deg(p) ≥ 4

• condition in definition 7.2 is fulfilled for at least one term xixj
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• for a term m ∈ p of degree higher than 4 there ∃m1,m2 s.t. m = m1m2 and

xim1, xjm2 ∈ p

then the term m will be split into m1 and m2 by pivoting on the edge ij.

Remark: If there is more than one higher degree term, the conditions above must be

satisfied for as many edges as necessary (or at least for some sequence of pivoting). If the

conditions are not fulfilled for all higher degree terms, at least we can reduce their number

by pivoting.

Conversely, if we want to increase the degree of a Boolean function:

Lemma 8.2 Let p be a Boolean function, such that:

• deg(p) ≥ 3

• condition in definition 7.2 is fulfilled for at least one term xixj

• ∃m1 ∈ Ni,m2 ∈ Nj s.t. deg(m1m2) >deg(p)

then, after pivoting on the edge ij, the degree of p will increase, and its value will be at

least deg(piji) ≥ deg(m1m2).

Examples:

1) p = x0x3 + x0x1x2 + x3x4x5 + x1x2x4x5 (degree 4) via pivot on the edge 03 gives

p030 = x0x3 + x0x4x5 + x3x1x2 (degree 3).

2) p = x0x3 + x0x1x2x4x5 + x3x6x7x8x9 + x1x2x4x5x6x7x8x9 (degree 8) via pivot on

the edge 03 gives p030 = x0x3 + x1x2x3x4x5 + x0x6x7x8x9 (degree 5).

3) p = x0x3 +x0x1x2 +x3x4x5 +x3x6 +x1x6 (degree 3) via pivot on the edge 03 gives

p′ = p030 = x0x6 + x0x3 + x0x4x5 + x1x2x3 + x1x2x4x5 + x1x6 (degree 4); further, via

pivot on the edge 16 to this last function gives p′161 = x1x6 + x0x1 + x0x2x3 + x0x2x4x5 +

x2x3x6 + x2x4x5x6 + x2x3x4x5 + x0x3 + x0x4x5 (degree 4: the last pivot does not change

the degree but it increases the number of higher degree terms).

As we have seen, two Boolean functions of different degree may be equivalent via

the pivot transform. Such an equivalence is counter-intuitive, for we expect equivalent

functions to have the same degree, as occurs with affine equivalence.
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8.3 {I, N}n Applied to the APF Form

In this section we describe the spectra of a Boolean function of any degree under any

tranform in the set {I,N}n. That is, for any Boolean function p and any transform

U ∈ {I,N}n, we give an explicit formula for U(−1)p(x). Furthermore, for any vector v

with entries in the set {0,±1} and any U ∈ {I,N}n, we give an explicit formula for Uv.

Following Parker and Rijmen [67], we define the Algebraic Polar Form (APF) of a

vector v with entries in the set {0,±1} as the product m(x)(−1)p(x), where m and p are

both Boolean functions. We separate thus the magnitude m and the phase p of the vector

v.

In the sequel we mix arithmetic mod 2 with arithmetic on the complex numbers C so,

to clarify the formulae for equations that mix arithmetic, anything in square brackets is

computed mod 2, and the result is computed as complex numbers. For brevity, we will

denote by Nj the transform Nj
∏

i6=j Ii; that is, the transform that applies N to the index

j and I to the remaining indices. For any two transforms U1, U2 ∈ {I,N}n, U1 · U2 will

denote the application of U2 followed by the application of U1.

Theorem 8.3 Let m and p be Boolean functions. Then,

Njm(−1)p =
1√
2
([m0](−1)p0 + i[m1](−1)p1+xj ) ,

where ma = m|xj=a, pa = p|xj=a, for a ∈ {0, 1}.

Proof: Without loss of generality, we set j = n − 1. Then, we can write the 1 × n

vector

m(−1)p =

 m0(−1)p0

m1(−1)p1

 ,

where ma = m|xn−1=a, pa = p|xn−1=a, and a ∈ {0, 1}.

Let A =

 1 i

1 −i

. Then,

(
n−2∏
i=0

Ii ·Nn−1)m(−1)p =
1√
2


A 0 . . . 0

0 A . . . 0
...

...
. . .

...

0 0 . . . A


 m0(−1)p0

m1(−1)p1


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=



m(0, . . . , 0)(−1)p(0,...,0) + im(0, . . . , 1)(−1)p(0,...,1)

m(0, . . . , 0)(−1)p(0,...,0) − im(0, . . . , 1)(−1)p(0,...,1)

m(0, . . . , 1, 0)(−1)p(0,...,1,0) + im(0, . . . , 1, 1)(−1)p(0,...,1,1)

m(0, . . . , 1, 0)(−1)p(0,...,1,0) − im(0, . . . , 1, 1)(−1)p(0,...,1,1)

...

m(1, . . . , 1, 0)(−1)p(1,...,1,0) + im(1, . . . , 1)(−1)p(1,...,1,1)

m(1, . . . , 1, 0)(−1)p(1,...,1,0) − im(1, . . . , 1, 1)(−1)p(1,...,1,1)



= m0(−1)p0 + im1(−1)p1+xn−1 .

Let m and p be Boolean functions. Let a ∈ {0, 1}t; then, ma (respectively pa) will

represent the result of fixing m (respectively p) at xjk
= ak, where a =

∑t−1
k=0 ak2k, and jk

are the indices to which we apply N . Then,

Corollary 8.4

(Njt−1 · · ·Nj0)m(−1)p =
1

2t/2

∑
a∈GF (2)t

ib(a+1)/2c[ma](−1)pa+x·a

where x = (xj0 , . . . , xjt−1) and b(a+1)/2c means “the floor function for (a+1)/2”. The val-

ues of the resultant vector are thus in the set 1
2t/2 ({0,±1, . . . ,±2t−1}+i{0,±1, . . . ,±2t−1}).

Corollary 8.5 Nj(−1)p is always flat for p Boolean.

Proof: Nj(−1)p = 1√
2
((−1)p0 + i(−1)p1+xj ), and therefore |Nj(−1)p|k = 1 ∀k ∈ Fn

2 , where

|Nj(−1)p|k means the complex modulus of the kth component of Nj(−1)p.

Remark: Theorem 8.3, together with theorem 17 of [67], allows us to compute

Um(−1)p for any U ∈ {I,H,N}n and m and p Boolean of any degree, as

U =
∏

i∈RN

Ni

∏
i∈RH

Hi

∏
i∈RI

Ii = U2 · U1 ,

where U1 =
∏

j∈RN
Nj
∏

i6=j Ii and U2 =
∏

j∈RH
Hj
∏

i6=j Ii.

117



8.4 LC on Hypergraphs

We give in chapter 7 a generalisation over hypergraphs of the pivot operation on graphs.

It would be interesting to see how the more general Local Complementation (LC) behaves

over hypergraphs. As we will see, the conditions for the generalisation are more restricted.

In chapter 3, we give a characterisation of LC on the vertex i as the result of applying Ni

to the bipolar vector of the function, (−1)p.

Lemma 8.6 Let p be a Boolean function. Then, Ni(−1)p is (equivalent to) a Boolean

function iff Ni is linear.

Proof: By theorem 3.7 in chapter 3.

This implies that a trivial generalisation by letting

p′(x) = p(x) +
∑

j,k∈Ni,j 6=k

xjxk ( mod 2)

would not be a natural generalisation when Ni is not linear. As pointed out in chapter

3, in general we get a function p′ : GF(2)n → Z4. This induces difficulties when trying to

iterate LC, as it is not known how Ni affects a function p′ : GF(2)n → Z4. This subject

will be treated in the following section.

8.5 {I, H, N}n for p : {0, 1}n → Z4

As in the previous section, the terms inside square brackets are computed mod 2, and

the rest of the operations are understood to be realised over the complex field.

We shall describe here how to compute the effect of the set {I,H,N}n for a class of

generalised Boolean functions, that is, mappings p : {0, 1}n → Zq. In this case, q = 4. We

can, to some extent, generalise this result for any q ≥ 2, but as q increases the method

loses simplicity.

Let U ∈ {I,H,N}n, and let p : {0, 1}n → Z4. We want to compute the spectrum of

Uip. Now, as remarked in the previous section, we can compute Um(−1)p for m and p′

Boolean. By means of the following (trivial) result, we can do the same for Uip:
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Lemma 8.7 Let p : {0, 1}n → Z4. Then,

ip = [mR](−1)pR + i[mI ](−1)pI ,

with mR,mI , pR and pI Boolean functions.

Now, taking into account that U is linear, by lemma 8.7

Uip = U([mR](−1)pR) + iU([mI ](−1)pI ) .

Remark: Note that Nji
p is not flat in general for p : {0, 1}n → Z4. E.g, for x0x1 :

{0, 1}n → Z4, we get

Nji
x0x1 = Nj(1, 1, 1, i)T = Nj [x0x1 + 1](−1)0 + iNj [x0x1](−1)0

= [1] + i[x1 + 1](−1)x0 + [0] + i[x1](−1)x0 = (1 + i, 0, 1− i, 2)T
,

where vT means the transpose of v.

Clearly, we can generalise this for U [m]ip, with m Boolean and p : {0, 1}n → Z4, using

the same decomposition: [m]ip = [mR](−1)pR + i[mI ](−1)pI .

Remark: For m, p : {0, 1}n → Z4, we can decompose m as the sum of binary mono-

mials and repeat the previous process.

As a first result on flat spectra we can say that if both the spectra of UmR(−1)pR and

UmI(−1)pI are Boolean flat then Umip has a flat spectrum as well.

In general, for p : {0, 1}n → Zq, we want to compute Uωp for U ∈ {I,H,N}n, where

ω = e2πi/q. As for the case q = 4, we can decompose ωp into suitable vectors. For

instance, for q = 8, the entries of the vector are in the set {±1,±i, ±1±i√
2
}. From here we

can decompose

ωp = [m1](−1)p1 + i[m2](−1)p2 +
1√
2
[m3](−1)p3 + i

1√
2
[m4](−1)p4 ,

where mi and pi are Boolean for all i = 1, 2, 3, 4. Note that, in general, this decomposition

will be simpler when q is even, by symmetry.

8.6 Conclusions

We showed for which cases we can change the degree of a function by pivoting on its

associated hypergraph, and/or reduce or increase the number of high degree terms. We
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described as well the explicit formula for the result of applying a transform U ∈ {I,N}n to

any vector with entries in the set {0,±1} (which is a generalisation of the bipolar vector

of a Boolean function). This, together with the results of [67], allows to compute the

result of the application of a U ∈ {I,H,N}n to any vector with entries in the set {0,±1}.

Furthermore, we showed how to compute the result of applying a U ∈ {I,H,N}n to ip for

p : {0, 1}n → Z4.
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Chapter 9

Conclusions

9.1 Summary of the results

We have examined the spectral properties of Boolean functions with respect to the trans-

form set formed by tensor products of the identity, I, the Walsh-Hadamard kernel, H,

and the Negahadamard kernel, N (the {I,H,N}n transform set). In particular, the idea

of a bent Boolean function was generalised in a number of ways to {I,H,N}n. Various

theorems about the generalised bent properties of Boolean functions were established. It

was shown how a quadratic Boolean function maps to a graph and it was shown how the

local unitary equivalence of these graphs can be realised by successive application of the

LC operation - Local Complementation - or, alternatively, by identifying a subset of the

flat spectra with respect to {I,H,N}n. For quadratic Boolean functions it was further

shown how the {I,H,N}n set of transform spectra could be characterised by looking at

the ranks of suitably modified versions of the adjacency matrix. Concretely, we prove that

a function will have a flat spectrum w.r.t. a transform in {I,H,N}n iff a certain modi-

fication of its adjacency matrix, concretely the matrix resultant of the following actions,

has non-zero determinant mod 2:

• for i ∈ RI, we erase the ith row and column

• for i ∈ RN, we subsitute 0 for 1 in position [i, i]

• for i ∈ RH, we leave the ith row and column unchanged.
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We derived simple recursions for the number of flat spectra with respect to {I,H,N}n

for certain recursive quadratic Boolean constructions, and we demonstrated that Quantum

Error Correcting Codes with optimal distance appear to have the most flat spectra with

respect to {I,H,N}n, at least for small n. In subsequent work we hope to develop recursive

formulae for nested-clique structures of the type highlighted in [29], as we expect that these

will have many flat spectra w.r.t. {I,H,N}n.

We also showed computationally that, for small n, the number of flat spectra decreases

when the algebraic degree of the Boolean function increases. Future work should seek to

establish constructions for Boolean functions of degree greater than two that have as large a

number of flat spectra as possible w.r.t. {I,H,N}n. More generally, it would be of interest

to relax the criteria somewhat, and look for those functions which have many spectra with

respect to {I,H,N}n with a worst-case spectral power peak less than some low upper

bound (see [29]). One would expect, in this case, that many more Boolean functions of

degree > 2 would be found that do well for this relaxed criteria. One promising line of

inquiry in this context would be to apply and specialise the construction proposed at the

end of [29], which takes a global graph structure, where the graph ’nodes’ partition the set

of Boolean variables, and where the nodes are ’linked’ by permutations over these variable

subsets, thereby obtaining higher-degree Boolean functions with potentially favourable

{I,H,N}n spectra.

We have answered, indirectly, a question posed at the end of [4] as to a simple com-

binatorial explanation of the (one-variable) interlace polynomial q, and proven that q

summarises some of the spectral properties of the graph w.r.t. {I,H}n. Similarly the

(one-variable) interlace polynomial Q, as defined in [1], summarises some of the spec-

tral properties of the graph w.r.t. {I,H,N}n. We also derived (one-variable) interlace

polynomials for the clique and clique-line-clique functions. We then defined the (one-

variable) HN-interlace polynomial, and derived its form for the clique, the line, and the

clique-line-clique functions. We proved some conjectures of [64], and presented other spec-

tral interpretations of the (one-variable) interlace polynomial. Also, we generalised the

(one-variable) interlace polynomial to hypergraphs.

We developed a similar interpretation of the two-variable interlace polynomial pro-

posed in [5], and extended the concept to define the polynomials Q(x, y), QIN (x, y) and
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QHN (x, y). Also, we showed how to derive the weight hierarchy of the binary code asso-

ciated with a bipartite graph from an extension of its interlace polynomial.

We have characterised the pivot operation using algebraic normal form (ANF), and

generalised the concept to hypergraphs, stating the necessary and sufficient condition that

a function of degree higher than two must fulfill in order to allow such an operation. Then

we show how the pivot operation on a (hyper)graph can be written as a transform on the

bipolar vector of the function associated to it. We construct a family of Boolean functions

that have a large number of flat spectra w.r.t. {I,H}n, and compute this number. We

studied the pivot orbit trajectory of structures that include a clique and developed lower

bounds on the number of flat spectra of a graph w.r.t. {I,H}n and {I,H,N}n.

Finally, we showed for which cases we can change the degree of a function by pivoting

on its associated hypergraph, or reduce or increase the number of high degree terms. We

described as well the explicit formula for the result of applying a transform U ∈ {I,N}n

to any vector with entries in the set {0,±1} (which is a generalisation of the bipolar

vector of a Boolean function). This, together with the results of [67], allows to compute

the result of the application of a U ∈ {I,H,N}n to any vector with entries in the set

{0,±1}. Furthermore, we showed how to use these results for computing the result of the

application of a U ∈ {I,H,N}n to ip for p : {0, 1}n → Z4.

9.2 Open Problems

In this section, we propose some open problems, related to the work presented in this

thesis.

• In chapter 5, we defined a generalisation of the interlace polynomial for hypergraphs

(definition 5.29). However, due to the fact that the PAR for Boolean functions of

degree higher than two does not summarise much of the information about the power

spectra – as opposed to the case of quadratic Boolean functions – it was not entirely

satisfactory, and it lacked a proper graph definition. Also, in general it would not be

a polynomial, as the PAR for Booleans of degree higher than two is not in general

a power of two. The interlace polynomial q(z) for graphs was originally defined in

[2, 4] by means of a recursion formula using the pivot operation for graphs. It would
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be interesting to construct an interlace polynomial q(z) based on recursive pivots

on the hypergraphs, following the generalisation of pivot to hypergraphs proposed

in chapter 7, at least for those hypergraphs that allow pivot. The idea would be

to define appropriately the interlace polynomial for monomials and construct the

interlace polynomial of a hypergraph from them, by using the pivot for hypergraphs

to reduce the degree of the function, and/or to reduce the number of terms. Defining

the interlace polynomial for these ‘basic’ terms, we can then define the interlace

polynomial for the initial function, based on the PAR of the spectra or on some

other property.

• A binary linear code is {I,H}n-equivalent to its dual, as seen from [67] (see section

6.7 or section 10.8 in the Appendix). But anym(x)(−1)p(x), with p(x) affine Boolean

and m(x) Boolean, is equivalent (via a diagonal transform of the type we introduced

in section 3.3) to a binary indicator of a code. In other words, for any spectrum

of the type s = m(x)(−1)p(x), with p(x) affine Boolean and m(x) Boolean, we can

apply a diagonal transform δ such that δ · s = m′(x), with m′(x) Boolean. m′ is the

binary indicator for a certain code (linear or non-linear). That is, we define a code

C by:

x ∈ C ⇔ mx = 1 ,

where mx is the xth entry of the vector m. Given a Boolean function p(x) of any

degree, all spectra in the {I,H,N}n orbit of the type above (i.e. m(x)(−1)p(x), with

p(x) affine Boolean and m(x) Boolean) give {I,H,N}n-equivalent codes. Experi-

mentally, we have found some non-linear codes that are equivalent in this sense. It

would be interesting to study the properties of these codes. More generally, by tak-

ing not only Boolean m(x)’s but also generalised Boolean, we can get equivalences

between codes whose codewords occur with different probabilities.

• The Kerdock code and the Preparata code are formally dual, i.e. their weight dis-

tributions are the same. In [67], it was shown that the Kerdock code is equivalent

to a vector (−1)p(x), with p(x) a cubic Boolean function. It seems likely that the

two codes are related by a Local Unitary (LU) transform; that is, with the nota-

tion above, let mK be the indicator of the Kerdock code and mP be the indicator
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of the Preparata code. We are interested in finding a LU transform U such that

mK = UmP . First, we would like to see if such a transform can be found in the

set of transforms {I,H,N}n, as we have some techniques for the computation of the

spectra of functions on a relatively large set of variables. Also, it would be interesting

to relate such a transform with an operation on hypergraphs.

• In chapter 8, we showed the result of applying {I,N}n to a state of the form m(−1)p,

with m and p Boolean (that is, to a vector with entries in the set {0,±1}). This

result can be combined with the results of Parker and Rijmen in [67] for computing

the result of applying {I,H,N}n to m(−1)p. However, it would be nice to have a

joint formula for the result of applying a transform {I,H,N}n to m(−1)p.

• Also in chapter 8, we saw how to apply a transform in {I,H,N}n to generalised

Boolean functions (that is, mappings p : {0, 1}n → Zq). Concretely, we studied the

case q = 4. It would be interesting to investigate further the spectral properties of

those functions for q = 4, and more generally for other values of q, and study their

symmetries, at least for quadratics. As we saw in section 3.3.3, the case q = 4 is

highly related to the LC orbit of a Boolean function, so we see that at least in this

case some symmetries exist and have a graphical interpretation.

• We are also interested in the graphical interpretation of generalised Boolean func-

tions, with weighted graphs: A weighted graph is a graph in which each edge is given

a numerical weight (that is, a numerical label); we can represent a quadratic general

Boolean function, that is a mapping p : {0, 1}n → Zq of degree two, with a (simple,

undirected) weighted graph with labels in the set {0, . . . , q − 1}. That is, given the

ANF (algebraic normal form) of the function,

p =
∑

0≤i<j≤n−1

aijxixj , where aij ∈ Zq ,

we define as set of vertices the set {0, . . . , n−1}; we define an edge between the vertex

i and the vertex j iff aij 6= 0. The weight of the edge is then aij . We are interested

in studying this type of graph, as well as the graphical operations connecting graphs

and their spectral interpretation.
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• In [91], there is a description of the action of Hi on certain APF’s via graph opera-

tions: let m(−1)p such that p is a quadratic Boolean function and m is a product of

affine functions. Then, the phase p can be represented as a simple undirected graph

as shown in this thesis (see for instance the introduction, chapter 1). Also, it is

shown there how the magnitude m can be represented by a coloured bipartite graph.

Thus, the entire {I,H}n orbit of the state represented by the APF can be repre-

sented graphically by graphical transformations on both graphs. This technique can

be used to reduce the computing time for the computation of the {I,H}n spectra.

It would be interesting to find a generalisation of this graphical description for any

transform in {I,H,N}n, if this is possible. The main difficulty arises from the fact

that, under the transform Nj (that is, the transform I ⊗ · · ·N ⊗ · · · ⊗ I, where the

n is on the jth position), in general the result is not of the form m(−1)p, with p and

m as described or even Boolean. A possible solution would be the use of weighted

graphs as proposed above.

• We are interested in finding recursion formulae for interlace polynomials of some

new recursive structures for, as we saw in chapter 5, the interlace polynomials en-

code most of the information about the power spectra and thus about the quantum

properties of the graph state, at least for quadratics.

• As we mentioned in the introduction (see section 1.1), the analysis of spectra w.r.t.

{I,H,N}n provides more information about p(x) than is provided by the spectrum

w.r.t. the WHT alone; for instance, the analysis of the spectra w.r.t. {I,H}n

identifies the linear or affine approximations to a Boolean function after fixing some of

the variables, and is thus related to a probabilistic version of the algebraic immunity

[56] of the function. We can further generalise this idea, taking the whole spectra

w.r.t. {I,H,N}n, to include a more general type of linear approximation, concretely

linear approximations over any weighted alphabet, as proposed by Parker [69, 28]. In

[28], Danielsen, Gulliver and Parker propose a generalised differential cryptanalysis

based on the set {I,H,N}n. In particular, for a block cipher it models attack

scenarios where one has full read/write access to a subset of plaintext bits and

access to all ciphertext bits, using as in [69] not only binary linear approximations

but approximations over more general alphabets (see [28] for more details). It would
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be interesting to study further the applications of the generalised bent criteria to

classical cryptography, and, more generally, of the results contained in this thesis.

For instance, there are more potential applications to Secret Sharing [10, 84], HFE

[70] and to the potential cryptanalysis of stream and block ciphers.

• We have seen (lemma 7.3) that the pivot transform applied on bipartite graphs gives

as a result a bipartite graph. On the other hand, the results of [67] show that a linear

binary code can be obtained from a bipartite graph, via a transform in {I,H}n (see

section 6.7, or section 10.8 of the Appendix). Let dn be the number of binary linear

codes isomorphic to their dual. Let cn be the number of inequivalent binary linear

codes. Then it appears that cn = 2kn−dn, with kn the number of pivot-inequivalent

bipartite graphs. Is this always true?
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Chapter 10

Appendix: Various Interpretations

of Graph States

In this section we summarise the different interpretations of graph states, following [14,

15, 16, 19, 25, 37, 38, 58, 67, 92, 93].

We recall here the definition of a graph state (definition 2.22):

Given a graph G on n vertices with adjacency matrix Γ, one defines n commuting

Pauli operators
Ki = σ

(i)
x
∏

j∈Ni
σ

(j)
z

= σ
(i)
x
∏n−1

k=0(σ(k)
z )Γ[k,i] ,

(10.1)

where σx =

 0 1

1 0

 and σz =

 1 0

0 −1

, and the superindex (i) implies that the

operator has the corresponding matrix on the ith position in the tensor product and the

identity elsewhere. A graph state is defined as:

Definition 10.1 [45] The graph state |G〉, also known as cluster state, is the unique

(modulo an overall phase factor) common eigenvector with eigenvalue 1 of all operators in

the subgroup generated by the Ki operators.

138



10.1 Interpretation as a Quadratic Boolean Function

Let p(x) : GF (2)n → GF (2) be a (homogeneous) quadratic Boolean function, defined by

its Algebraic Normal Form (ANF),

p(x) =
∑

0≤i<j≤n−1

aijx
ixj ,

with x = (x0, . . . , xn−1), and the coefficients aij ∈ {0, 1}. We associate to p(x) a graph

G, as follows: we take as set of vertices the set {0, . . . , n− 1}, and as set of edges the set

defined by the coefficients of p(x); that is, we define an edge between the index i and the

index j if and only if aij = 1 in the ANF. The graph G thus defined will be non-directed

and simple (meaning that it has no loops and no multiple edges).

The adjacency matrix, Γ, associated to p(x), is defined as the matrix having as entries

Γ(i, j) = Γ(j, i) = aij , i < j, Γ(i, i) = 0.

From the graph G we can define the graph state |G〉 as seen at the beginning of the

chapter. It can be proven (see Van den Nest’s thesis [93]) that

|G〉 =
1

2n/2
(−1)p(x) .

We recall here definition 2.2: by (−1)p(x) (the bipolar vector of the function p(x)) we

mean the vector (−1)p(x) = ((−1)p(0,...,0), (−1)p(0,...,1), . . . , (−1)p(1,...,1)). Hence, there is an

equivalence between homogeneous quadratic Boolean functions and graph states (it is easy

to see that from any graph G simple and non-directed we can define a quadratic Boolean

function, by defining the ANF from the coefficients of the adjacency matrix).

It will be convenient along the text to consider not only homogeneous quadratic func-

tions, but also functions having an affine offset. However, the graph G is defined depending

only on the quadratic terms, and the offset itself will play little role. Then, we shall here

consider equivalent functions that vary only in an affine offset.

Theorem 10.2 [93] (Proposition 2.14). A graph state can be represented by the pure

state s = (−1)p, where p is a quadratic Boolean function such that p =
∑

j<k Γjkxjxk.

Theorem 10.3 A pure state s of n qubits is an eigenvector of a stabilizer of Hermitian

operators KG iff s = (−1)p, with p Boolean quadratic.

139



Proof: To within some normalisation factor, any pure quantum state of n qubits can

be approximated to necessary precision by using the following algebraic form,

s = m(x)αp(x),

where α is a T th complex root of 1, T arbitrary but even, m : {0, 1}n → Z, and p is a

generalised Boolean function p : {0, 1}n → ZT , such that si = m(x = i)αp(x=i).

We show that no state with non-constant magnitude, m, and/or algebraic degree of p

other than two (i.e. with deg(p) 6= 2) can be an eigenvector for KG.

We apply KGv to s. First, w.l.o.g., we apply all phase-flips, σz, to the neighbours of

qubit v to get

s′ = m(x)αp(x)+T
2

P
k Γvkxk .

Our question then reduces to: ‘For what states, s′, can a subsequent bit-flip to qubit xv

take s′ to s′′ such that s′′ = λs, for some scalar coefficient, λ?’ For the phase part, p can

always be written as

p(x) = xvNv(x) + q(x),

where q(x) and Nv(x) are independent of xv. It follows that, considering bit-flip on v,

p(x0, . . . , xv + 1, . . . , xn−1)− p(x0, . . . , xv, . . . , xn−1) = Nv(x).

We therefore arrive at our first condition:

• s′′ = λs iff Nv(x) = −T
2

∑
k Γvkxk + c, where c ∈ ZT . Therefore, deg(Nv(x)) ≤ 1.

If m(x) is dependent on xv then m(x) must change after bit-flip on v (the bit positions

are permuted); in that case, m′

m cannot be a constant, so s cannot be an eigenvector of

KGv , and therefore cannot be an eigenvector of KG. Therefore, m must be independent

of xv.

By considering the two above conditions over all qubits, v, we conclude that s can only

be an eigenvector of KG if m(x) = 1 and p(x) is quadratic, where the degree-2 monomials

in p(x) are uniquely defined by Γ. The coefficients of p are −T
2 (but for a constant that can

be neglected), and so we can write αp(x) = (−1)pb(x), with pb quadratic Boolean function.

The theorem is proved by observing that the set of all simple graphs is as large as the set

of all homogenous quadratic functions.
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10.2 Interpretation as a Quantum Error Correcting Code

Let E be a 2n-dimensional binary vector space, whose elements are written as (a|b), where

a, b ∈ GF(2)n, and E is equiped with the (symplectic) inner product

((a|b), (a′|b′)) = a · b′ + a′ · b .

Define the weight of (a|b) = (a1, . . . , an|b1, . . . , bn) as the number of coordinates i such

that at least one of the ai or bi is 1. The distance between two elements (a|b) and (a′|b′)

is defined to be the weight of their difference.

Theorem 10.4 [19] Let S be a (n−k) - dimensional linear subspace of E, contained in its

dual S⊥ (with respect to the inner product), such that there are no vectors of weight < d in

S\S⊥. Then, there exits a quantum error-correcting code mapping k qubits to n qubits that

corrects [(d−1)/2] errors. Such a code is called an additive quantum error-correcting code

(QECC), and is described by its parameters, [[n, k, d]], where d is the minimal distance of

the code.

We show, later, that a [[n, 0, d]] QECC can be represented by a graph. First we re-express

the QECC as a GF(4) additive code.

10.3 Interpretation as a GF(4) Additive Code

From [19] we see how to interpret the binary space E as the space GF(4)n and thereby how

to derive a QECC from an additive (classical) code over GF(4)n. Let GF (4) = {0, 1, ω, ω̄},

with ω2 = ω + 1, ω3 = 1; and conjugation defined by ω̄ = ω2 = ω + 1. The Hamming

weight of a vector in GF(4)n, written wt(u), is the number of non-zero components, and

the Hamming distance between u, u′ ∈ GF(4)n is dist(u, u′) = wt(u+u′). Define the trace

function as: tr(x) : GF (4) → GF (2), tr(x) = x + x̄. To each vector v = (a|b) ∈ E we

associate the vector φ(v) = aω+ bω̄. The weight of v is the Hamming weight of φ(v), and

the distance between two vectors in E is the Hamming distance of their images. If S is a

subspace of E then C = φ(S) is a subset of GF(4)n that is closed under addition (defining

thus an additive code). The trace inner product of u, v ∈ GF(4)n is

u ? v = Tr(u · v̄) =
n∑

i=1

(uiv̄i + ūivi) ,
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Define the dual code C⊥ as

C⊥ = {u ∈ GF(4)n : u ? v = 0 ∀v ∈ C} .

Now one can reformulate Theorem 10.4.

Theorem 10.5 Let C be an additive self-orthogonal subcode of GF(4)n, containing 2n−k

vectors, such that there are no vectors of weight < d in C \ C⊥. Then any eigenspace1 of

φ−1(C) is a QECC with parameters [[n, k, d]].

By Glynn (see [37, 38]), we have: Let S be a (n − k) × n matrix over GF(4), such

that its rows are GF(2)-linearly independent. Then we define a QECC with parameters

[[n, k, d]] as the set of all GF(2)-linear combinations of the rows of S. The code is self-dual

when k = 0.

10.4 The QECC as a Graph

Assume that each column of S contains at least two non-zero values, for the columns that

do not have this property may be deleted to obtain a better code. Following [37], a self-

dual quantum code [[n, 0, d]] corresponds to a graph on n vertices, which may be assumed

to be connected if the code is indecomposable. Let PG(m, q) be the finite projective

space defined from the vector space of rank m+ 1 over the field GF(q) (that is, the space

of one-dimensional vector subspaces of that vector space). Then, we can interprete the

Grassmannian of lines of PG(n − 1, 2), G1(PG(n − 1, 2)), as a variety immersed in the

projective space PG(k, 2), where k =

(
n

2

)
: each line li is defined by two points, ai and bi.

We associate to the set of lines all products aibj + ajbi, i 6= j (mod2). Define a mapping

from a column of an n×n matrix S over GF(4) to a vector of length

(
n

2

)
with coefficients

in GF(2): We write each column over GF(4) as a+ bω, where a, b ∈ GF(2)n.
1Let A be an n× n square matrix and λ an eigenvalue of A; then, the eigenspace of λ is defined as the

union of the zero vector and the set of all eigenvectors corresponding to eigenvalues λ. It is a subspace of

Rn.
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
x1

x2

...

xn

 =


a1

a2

...

an

+ ω


b1

b2
...

bn

 .

Taking all the 2×2 subdeterminants found when we put the two vectors into a matrix,

we get the points of the Grassmannian. A point in G1(PG(n−1, 2)) is equivalent to a line

in PG(n− 1, 2), which is equivalent to a column of length n over GF(4) (with at least two

different non-zero components). A quantum self-dual code [[n, 0, d]] corresponds to some

set of n lines that generate PG(n − 1, 2). As each line of PG(n − 1, 2) corresponds to a

(star) kind of graph, the set corresponds to a graph in n vertices.

10.5 Interpretation as a Generator Matrix over GF(2) and

GF(4)

From any connected graph we obtain an indecomposable code. Let Γ be the adjacency

matrix of a graph G in n variables. Then, GT = (I | Γ) (where I is the n × n identity

matrix) is the generator matrix of a binary linear code [92]. In other words,

GT =


1 0 . . . 0 0 a01 . . . a0n

0 1 . . . 0 a01 0 . . . a1n

...
...

. . .
...

...
...

. . .
...

0 0 . . . 1 a0n a1n . . . 0


generates a code over GF(2)n. We can further interpret GT as a generating matrix of a

code over GF(4)n, as follows [19]:

G = Γ + ωI =


ω a01 . . . a0n

a01 ω . . . a1n

...
...

. . .
...

a0n a1n . . . ω


is the generating matrix of an additive code over GF(4)n. Different graphs may define
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the same code, but this relation is 1-1 with respect to LC-equivalence between graphs, as

defined in section 3.2.

10.6 Interpretation as a Modified Adjacency Matrix over Z4

Define from a graph with adjacency matrix, Γ, the generating matrix of an additive code

over Zn
4 as 2Γ + I. This code has the same weight distribution over Zn

4 as Γ + ωI over

GF(4)n. Once again, LC-equivalent graphs define equivalent Z4 codes.

10.7 Interpretation as an Isotropic System

The graph state can also be viewed as an isotropic system (see [14, 16, 15, 25, 58]).

Let A be a 2-dimensional vector space over GF(2). For x, y ∈ A, define a bilinear form,

<,>, by

< x, y >=

 1 if x 6= y, x 6= 0 and y 6= 0

0, otherwise

Let V be a finite set. Define the space of GF(2)-homomorphisms AV : V → A. Define

in this GF(2)-vector space a bilinear form as:

for φ, ψ ∈ AV , < φ, ψ >=
∑
v∈V

< φ(v), ψ(v) > (mod 2) .

Definition 10.6 Let L be a subspace of AV . Then, I = (V,L) is an isotropic system if

dim (L) = |V | and < φ,ψ >= 0 ∀ φ, ψ ∈ L.

For a graph G, V (G) denotes the set of vertices of G. If v ∈ V (G), N (v) denotes

the neighbourhood of vertex v, that is, the set of all its neighbours. For P ⊆ V , we set

N (P ) =
∑

v∈P N (v). Let K = {0, x, y, z} be the Klein group2 which is a 2-dimensional

vector space, and set K ′ = K \ {0}. Note that x+ y + z = 0.

Lemma 10.7 ([16]) Let G be a simple graph with vertex set V . Let φ, ψ ∈ K ′V such that

φ(v) 6= ψ(v) ∀v ∈ V , and set L = {φ(P ) + ψ(N (P )) : P ⊆ V }. Then S = (V,L) is an

isotropic system.
2The Klein group is the abstract group (that is, characterized only by its abstract properties and not

by the particular representations chosen for elements) corresponding to C2 ×C2, where C2 is the group of

order 2.
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The triple Π = (G,φ, ψ) is called a graphic presentation of S.

For φ ∈ KV , we set φ̂ = {φ(P ) : P ⊆ V }. φ̂ is a vector subspace of KV .

Definition 10.8 For ψ ∈ K ′V , the restricted Tutte-Martin polynomial m(S, ψ;x) is de-

fined by

m(I, ψ;x) =
∑

(x− 1)dim(L∪bφ) ,

where the sum is over φ ∈ K ′V such that φ(v) 6= ψ(v), v ∈ V .

Theorem 10.9 ([16]) If G is a simple graph and I is the isotropic system defined by a

graphic presentation (G,φ, ψ), then

q(G;x) = m(I, φ+ ψ;x) ,

where q(G;x) is elsewhere referred to as the interlace polynomial of G (see chapter 5).

10.8 Bipartite Quadratics as Binary Linear Codes

The subset of quadratic Boolean functions that can be represented by bipartite graphs,

have an interpretation as binary linear codes [67]: Let TC, TC⊥ be a bipartite splitting

of {0, . . . , n−1}, and let us partition the variable set x = (x0, . . . , xn−1) as x = xC∪xC⊥ ,

where xC = {xi : i ∈ TC}, and xC⊥ = {xi : i ∈ TC⊥}. For a quadratic bipartite

function p(x), we can write p(x) =
∑

k qk(xC)rk(xC⊥), with qk and rk homogeneous

linear Boolean functions (clearly, such a function p(x) corresponds to a bipartite graph),

and let s(x) = (−1)p(x). Then the action of the transform
∏

i∈THi, with T = TC or

TC⊥ , on s(x) gives s′(x) = m(x), with m the ANF of a Boolean function. s′ is the binary

indicator for a binary linear [n, n − |T|, d] error correcting code, C. In other words, for

T = TC , s′(x) = 1 iff x ∈ C.

Note: There is also an equivalent interpretation of bipartite graphs as binary matroids

(e.g. [20]).
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