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#### Abstract

A polynomial, $A(z)$, can be represented by a polynomial residue system and, given enough independent residues, the polynomial can be reconstituted from its residues by the Chinese remainder theorem (CRT). A special case occurs when the discrete Fourier transform and its inverse realise the residue evaluations and CRT respectively, in which case the residue system is realised by the action of a matrix transform that is unitary. In this paper we generalise the class of residue systems that can be realised by the action of unitary transforms beyond the Fourier case, by suitable modification of the polynomial, $A(z)$. We identify two new types of such system that are of particular interest, and also extend from the univariate to the multivariate case. By way of example, we show how the generalisation leads to two new types of complementary array pair.


## 1. Polynomial Residue Systems

Let $A(z)=\left(A_{0}+A_{1} z+\ldots+A_{N-1} z^{N-1}\right)$ be a univariate polynomial with coefficients $A=$ $\left(A_{0}, A_{1}, \ldots, A_{N-1}\right) \in \mathbb{C}^{N}$, for $\mathbb{C}$ the field of complex numbers. One can embed $A(z)$ in a polynomial modulus $M(z)$, where

$$
A(z)=A(z) \quad \bmod M(z), \quad \text { iff } \operatorname{deg}(M(z)) \geq N
$$

where $\operatorname{deg}(*)$ is the algebraic degree of $*$. Let $M(z)=\prod_{j=0}^{m-1} m_{j}(z)$ be the product of $m$ mutually-prime polynomials. Then $m$ residues can be extracted from $A(z)$,

$$
\begin{equation*}
A(z) \Leftrightarrow\left(A(z) \quad \bmod m_{0}(z), A(z) \quad \bmod m_{1}(z), \ldots, A(z) \quad \bmod m_{m-1}(z)\right) \tag{1}
\end{equation*}
$$

The conversion from left to right in (1) is the evaluation of the residues of $A(z)$ with respect to the residue system described by the factors of $M(z)$. If $\operatorname{deg}(M) \geq N$, and on condition that the $m_{j}(z)$ are mutually prime, this conversion is invertible, and then the conversion from right to left in (1) is the reconstruction of $A(z)$ from its residues by the Chinese remainder theorem (CRT).

In this paper we are particularly interested in moduli, $M(z)$, which split completely into linear factors, i.e. such that $\operatorname{deg}(M)=m$, in which case the residues of $A(z)$ are complex numbers. Moreover, assuming $m \geq N$, and that $m_{j}(z)=z-e_{j}$, the residues can be computed by the action of an $m \times m$ Vandermonde matrix

$$
V=\left(\begin{array}{lllll}
1 & e_{0} & e_{0}^{2} & \ldots & e_{0}^{m-1} \\
1 & e_{1} & e_{1}^{2} & \ldots & e_{1}^{m-1} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
1 & e_{m-1} & e_{m-1}^{2} & \ldots & e_{m-1}^{m-1}
\end{array}\right)
$$

such that

$$
\hat{A}=\left(A\left(e_{0}\right), A\left(e_{1}\right), \ldots, A\left(e_{m-1}\right)\right)^{t}=V \tilde{A},
$$

where $\tilde{A}=\left(A_{0}, A_{1}, \ldots, A_{N-1}, 0,0, \ldots, 0\right) \in \mathbb{C}^{m}$. The CRT can be realised by the action on $\hat{A}$ of the inverse, $V^{-1}$, of $V$, which exists if $m \geq N$. Using the formula for the CRT, $V^{-1}$ has the following form,

$$
V^{-1}=\left(\begin{array}{lllll}
h_{0,0} & h_{0,1} & h_{0,2} & \ldots & h_{0, m-1} \\
h_{1,0} & h_{1,1} & h_{1,2} & \ldots & h_{1, m-1} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
h_{m-1,0} & h_{m-1,1} & h_{m-1,2} & \ldots & h_{m-1, m-1}
\end{array}\right)\left(\begin{array}{lllll}
f_{0} & 0 & 0 & 0 & 0 \\
0 & f_{1} & 0 & 0 & 0 \\
0 & 0 & f_{2} & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & 0 & f_{m-1}
\end{array}\right),
$$

where $h_{j}(z)=h_{0, j}+h_{1, j} z+\ldots+h_{m-1, j} z^{m-1}=\frac{M(z)}{m_{j}(z)}$, and $f_{j}=\left(\frac{M(z)}{m_{j}(z)}\right)^{-1} \bmod m_{j}(z)$.
In general, although $V$ is invertible, it is not unitary, even after normalisation. But it is unitary (after normalisation) for a special case, namely when $M(z)=z^{K}-\mu,|\mu|=1, K \geq N$. For $N \mid K$ and $M(z)=z^{K}-1=\prod_{k=0}^{K-1}\left(z-\lambda^{k}\right), \lambda$ a primitive $K$ th complex root of one, we can realise the residue system by $K / N$ unitary matrices, $U_{j}, 0 \leq j<K / N$, where

$$
U_{j}=\frac{1}{\sqrt{N}}\left(\begin{array}{ccccc}
1 & 1 & 1 & \ldots & 1 \\
1 & \alpha & \alpha^{2} & \ldots & \alpha^{N-1} \\
\ldots & \ldots & \ldots & \ldots & \\
1 & \alpha^{N-1} & \alpha^{N-2} & \ldots & \alpha
\end{array}\right)\left(\begin{array}{ccccc}
1 & 0 & 0 & \ldots & 0 \\
0 & \lambda^{j} & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \\
0 & 0 & 0 & \ldots & \lambda^{(N-1) j}
\end{array}\right)
$$

and $\alpha=\lambda^{K / N}$, such that

$$
\begin{equation*}
\hat{A}_{j}=\frac{1}{\sqrt{N}}\left(A\left(\lambda^{j}\right), A\left(\alpha \lambda^{j}\right), \ldots, A\left(\alpha^{N-1} \lambda^{j}\right)\right)^{t}=U_{j} A \tag{2}
\end{equation*}
$$

As $U_{j}$ is unitary, the energy of $A$ equals the energy of $\hat{A}_{j}$, i.e. $\sum_{k}\left|\hat{A}_{j, k}\right|^{2}=\sum_{k}\left|A_{k}\right|^{2}$. Finally the CRT can be realised by the action of $U_{j}^{-1}=U_{j}^{\dagger}$ on $\hat{A}_{j}$, where ' $\dagger$ ' means transpose-conjugate. This residue system is, of course, the discrete Fourier transform (DFT), and all Fourier spectral points can be approximated to increased precision by increasing $K$.

The aim of this paper is to extend unitarity characterisation of residue systems beyond the case of the DFT by suitable modification (normalisation) of the polynomial $A(z)$. One motivation here is that unitary transforms preserve energy, as discussed previously, and therefore the
relative magnitudes of the residues take on a stronger meaning if the conversion matrices are unitary. For instance, in the context of spread-spectrum systems, it is desirable that the DFT spectral elements have approximately equal magnitudes. This makes sense precisely because the DFT is unitary. Another motivation is that the use of unitaries facilitate the application of representation theory to residue systems, and vice versa.

We consider only the case where $A(z)$ is a degree-one polynomial, i.e. where $N=2$, and focus on the case where $\operatorname{deg}(M(z))=N=2$. Although quite trivial we are, later, able to say something interesting by tensoring the system $n$-fold, so as to characterise residue systems for $n$-variate polynomials.

## 2. Unitary characterisations for degree-one polynomials

For $N=2, A(z)=A_{0}+A_{1} z$, and the generic residue evaluation matrix for a modulus, $M(z)$, of algebraic degree 2 , is of the form $V=\left(\begin{array}{cc}1 & e_{0} \\ 1 & e_{1}\end{array}\right)$. We adjust $V$ to unitary form by normalising each row of $V$ appropriately, and by suitable pairing of $e_{0}$ and $e_{1}$. Let $e_{0}=r \beta \in \mathbb{C}, r \in \mathbb{R}$, $|\beta|=1$, where $\mathbb{R}$ is the field of reals. Then choose $e_{1}=\frac{-\beta}{r}$, and create

$$
U=\frac{1}{\sqrt{1+r^{2}}}\left(\begin{array}{ll}
1 & 0 \\
0 & r
\end{array}\right)\left(\begin{array}{cc}
1 & r \beta \\
1 & \frac{-\beta}{r}
\end{array}\right) .
$$

Whilst $U$ is not $V$, it is, however, always unitary. Critically - and this is the central point of this paper - the action of $U$ evaluates the residues of a modified form of $A(z)$. Specifically, consider the polynomial

$$
\begin{equation*}
A^{\prime}(z)=\frac{A(z)}{\sqrt{1+\beta^{-2} z^{2}}} \tag{3}
\end{equation*}
$$

Then

$$
\hat{A}^{\prime}=\left(A^{\prime}(r \beta), A^{\prime}\left(\frac{-\beta}{r}\right)\right)^{t}=U A
$$

We have generalised the application of unitaries to residue systems beyond the DFT at the price of modifying the polynomial on which we are operating from $A(z)$ to $A^{\prime}(z)$. Setting $r=1$ we recover the DFT residue system of (2) for $N=2$.

As $U$ is unitary, one has an immediate description of the CRT by $U^{\dagger}$, where

$$
U^{\dagger}=\frac{1}{\sqrt{1+r^{2}}}\left(\begin{array}{cc}
1 & 0 \\
0 & r \beta^{-1}
\end{array}\right)\left(\begin{array}{cc}
1 & r \\
1 & \frac{-1}{r}
\end{array}\right) .
$$

Moreover, by writing $\hat{A}(y)=\hat{A}_{0}+\hat{A}_{1} y$, and

$$
\hat{A}^{\prime}(y)=\frac{\hat{A}(y)}{\sqrt{1+y^{2}}}
$$

we are able to express the CRT as the following evaluation:

$$
A=\left(\hat{A}^{\prime}(r), \hat{A}^{\prime}\left(\frac{-1}{r}\right) \beta^{-1}\right)^{t}=U^{\dagger} \hat{A}^{\prime}
$$

We now identify three types of residue evaluation, as described by $U$, of particular interest, and characterise the form of $U$ in each case [1, 2]:

- Type I - $r$ fixed: Evaluate $\frac{A(z)}{\sqrt{1+r^{2}}}$ on the circle $z=r \beta, \forall \beta$. As $\sqrt{1+r^{2}}$ is just a global normalisation, we further restrict to the case $r=1$, and this evaluation of $\frac{A(z)}{\sqrt{2}}$ on the unit circle recovers the DFT residue system. The evaluations can be realised with respect to pairs $(z=\beta, z=-\beta)$ by the action of unitary, $U_{I}$, where

$$
U_{I}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & \beta \\
1 & -\beta
\end{array}\right)
$$

- Type II - $\beta=1$ : Evaluate $\frac{A(z)}{\sqrt{1+z^{2}}}$ on the real axis $z=r, \forall r$. The evaluations can be realised with respect to pairs $\left(z=r, z=\frac{-1}{r}\right)$ by the action of unitary, $U_{I I}$ where, by means of the substitution $r=\tan \theta$,

$$
U_{I I}=\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
\sin \theta & -\cos \theta
\end{array}\right)
$$

- Type III - $\beta=i$ : Evaluate $\frac{A(z)}{\sqrt{1-z^{2}}}$ on the imaginary axis $z=i r, \forall r$. The evaluations can be realised with respect to pairs $\left(z=i r, z=\frac{-i}{r}\right)$ by the action of unitary, $U_{I I I}$ where, by means of the substitution $r=\tan \theta$,

$$
U_{I I I}=\left(\begin{array}{cc}
\cos \theta & i \sin \theta \\
\sin \theta & -i \cos \theta
\end{array}\right)
$$

The three unitary characterisations are related as follows. Let

$$
\mathcal{N}=\frac{\omega^{5}}{\sqrt{2}}\left(\begin{array}{cc}
1 & i \\
1 & -i
\end{array}\right), \quad \omega=e^{\pi i / 4}
$$

$\mathcal{N}$ has multiplicative order 3 and generates a Sylow- 3 subgroup, $T$, of the local Clifford group, $C$, which has order $3 \times 2^{6}=192[3,1]$. We have that

$$
U_{I}=\Delta U_{I I I} \mathcal{N}, \quad U_{I I}=\Delta^{\prime} U_{I} \mathcal{N}, \quad U_{I I I}=\Delta^{\prime \prime} U_{I I} \mathcal{N}
$$

where $\Delta, \Delta^{\prime}$, and $\Delta^{\prime \prime}$ are $2 \times 2$ unitaries with one non-zero entry per row/column. The postmultiplications by $\Delta, \Delta^{\prime}$, and $\Delta^{\prime \prime}$ do not change spectral magnitudes, so can be ignored if one is focussing on the relative magnitudes of spectral elements. The cyclic subgroup, $T$, is of importance in the context of the local Clifford group and, moreover, the three members of $T=\left\{I, \mathcal{N}, \mathcal{N}^{2}\right\}$ form a mutually unbiased basis [4] of maximum size 3 for qubits ${ }^{1}$. It is for these reasons that it makes sense to look at the residue systems described by $U_{I}, U_{I I}$, and $U_{I I I}$ and, given these justifications, it is interesting that one can link $T$ to residue evaluations on the unit circle, real axis, and imaginary axis, respectively.
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## 3. Unitary characterisations for multivariate polynomials

The residue systems in the previous section applied to univariate polynomials of degree one. Things can be made interesting by tensoring up the characteristations $n$-fold, so as to apply to $n$-variate polynomials which are of degree-one in each variable.

We consider a multivariate polynomial of the form,

$$
\begin{aligned}
A(z) & =A\left(z_{0}, z_{1}, \ldots, z_{n-1}\right)=\sum_{k \in \mathbb{F}_{2}^{n}} A_{k} \prod_{j=0}^{n-1} z_{j}^{k_{j}} \\
& =A_{0 \ldots 00}+A_{0 \ldots . .01} z_{0}+A_{0 \ldots 10} z_{1}+A_{0 \ldots 11} z_{0} z_{1}+\ldots+A_{1 \ldots 11} z_{0} z_{1} \ldots z_{n-1},
\end{aligned}
$$

with complex coefficients, $A_{k} \in \mathbb{C}$. Such a structure can be viewed as an $n$-dimensional array, $A \in\left(\mathbb{C}^{2}\right)^{\otimes n}$, with elements $A_{k} \in \mathbb{C}$. A third interpretation is to view such a polynomial as a generalised Boolean function, $\mathcal{A}(k): \mathbb{F}_{2}^{n} \rightarrow \mathbb{C}, k \in \mathbb{F}_{2}^{n}$, where $\mathcal{A}(k)=A_{k}$.

For the three special cases of residue system identified in the previous section we have the following $n$-fold generalisations [1, 2] where, now, $r \in \mathbb{R}^{n}, \beta=\left(\beta_{0}, \beta_{1}, \ldots, \beta_{n-1}\right),\left|\beta_{j}\right|=1$, $\forall j$.

- Type I - $r$ fixed: Evaluate $\frac{A(z)}{\prod_{j=0}^{n-1} \sqrt{1+r_{j}^{2}}}$ on the $n$ circles $z_{j}=r_{j} \beta_{j}, \forall \beta_{j}, j$. Further restricting to the case $r_{j}=1, \forall j$, one is evaluating $\frac{A(z)}{2^{n / 2}}$ on $n$ unit circles to recover the $n$-dimensional DFT residue system. The evaluations can be realised, with respect to pairs $\left(z_{j}=\beta_{j}, z_{j}=-\beta_{j}\right)$, by the action on $A$ of unitary, $U_{I}$, where

$$
U_{I, j}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & \beta_{j} \\
1 & -\beta_{j}
\end{array}\right), \quad U_{I}=\bigotimes_{j=0}^{n-1} U_{I, j}
$$

- Type II - $\beta_{j}=1 \forall j$ : Evaluate $\frac{A(z)}{\prod_{j=0}^{n-1} \sqrt{1+z_{j}^{2}}}$ on the $n$ real axes $z_{j}=r_{j}, \forall r_{j}$. The evaluations can be realised, with respect to pairs $\left(z_{j}=r_{j}, z_{j}=\frac{-1}{r_{j}}\right)$ by the action on $A$ of unitary, $U_{I I}$ where, by means of the substitution $r_{j}=\tan \theta_{j}$,

$$
U_{I I, j}=\left(\begin{array}{cc}
\cos \theta_{j} & \sin \theta_{j} \\
\sin \theta_{j} & -\cos \theta_{j}
\end{array}\right), \quad U_{I I}=\bigotimes_{j=0}^{n-1} U_{I I, j}
$$

- Type III - $\beta_{j}=i \forall j$ : Evaluate $\frac{A(z)}{\prod_{j=0}^{n-1} \sqrt{1-z_{j}^{2}}}$ on the $n$ imaginary axes $z_{j}=i r_{j}, \forall r_{j}$. The evaluations can be realised, with respect to pairs $\left(z_{j}=i r_{j}, z_{j}=\frac{-i}{r_{j}}\right)$, by the action on $A$ of unitary, $U_{I I I}$ where, by means of the substitution $r_{j}=\tan \theta_{j}$,

$$
U_{I I I, j}=\left(\begin{array}{cc}
\cos \theta_{j} & i \sin \theta_{j} \\
\sin \theta_{j} & -i \cos \theta_{j}
\end{array}\right), \quad U_{I I I}=\bigotimes_{j=0}^{n-1} U_{I I I, j} .
$$

## 4. An application for multivariate polynomials

In the context of Fourier analysis it is often desirable that all Fourier spectra are of approximately equal magnitude - energy is spread uniformly over the whole spectrum. We characterise this problem for type I by finding an $A(z)$ such that

$$
\begin{equation*}
|A(z)|^{2}=A(z) A^{*}\left(z^{-1}\right) \approx \sum_{k \in \mathbb{F}_{2}^{n}}\left|A_{k}\right|^{2}=\delta, \tag{4}
\end{equation*}
$$

where $z^{-1}=\left(z_{0}^{-1}, z_{1}^{-1}, \ldots, z_{n-1}^{-1}\right),{ }^{\prime} P^{*}(z)^{\prime}$ means conjugate coefficients of $P(z)$, and the generic delta-function, $\delta$, is independent of $z$. We desire $A(z)$ such that the evaluation of (4) on the $n$ unit circles approximates as closely as possible (in some sense) to $\delta$, this then being the approximate magnitude, at all points, of the Fourier power spectrum of the $n$-dimensional array, $A$. It is impossible for (4) to hold exactly, which is why it is written as an approximation. For exactness we have to consider two polynomials instead:
Problem I: Find a pair of $n$-variate polynomials, $A(z)$ and $B(z)$, such that

$$
\begin{equation*}
|A(z)|^{2}+|B(z)|^{2}=A(z) A^{*}\left(z^{-1}\right)+B(z) B^{*}\left(z^{-1}\right)=\sum_{k \in \mathbb{F}_{2}^{n}}\left(\left|A_{k}\right|^{2}+\left|B_{k}\right|^{2}\right)=\delta . \tag{5}
\end{equation*}
$$

The answer to Problem I is a called a pair of complementary arrays [6, 7, 8].
We propose similar problems for type II and type III scenarios [1, 2]:
Problem II: Find a pair of $n$-variate polynomials, $A(z)$ and $B(z)$, such that

$$
\begin{equation*}
\frac{A(z) A^{*}(z)+B(z) B^{*}(z)}{\prod_{j=0}^{n-1}\left(1+z_{j}^{2}\right)}=2=\delta . \tag{6}
\end{equation*}
$$

Problem III: Find a pair of $n$-variate polynomials, $A(z)$ and $B(z)$, such that

$$
\begin{equation*}
\frac{A(z) A^{*}(-z)+B(z) B^{*}(-z)}{\prod_{j=0}^{n-1}\left(1-z_{j}^{2}\right)}=2=\delta \tag{7}
\end{equation*}
$$

We refer to polynomial pairs that satisfy either (6) or (7) as type-II or type-III complementary array pairs, respectively. Given polynomial pairs that satisfy equations (5), (6), or (7), the evaluations of these equations on the complex plane give $\delta$ as a residue. In particular, the evaluations have a stronger meaning for $z$ evaluated on the $n$-fold circle, $n$-fold real axis, and $n$-fold imaginary axis, respectively as, in these cases, the residue system is realised by the application of unitary matrices, as discussed previously.

We now provide answers to Problems I, II, and III, to within trivial symmetries, for the case when polynomials $A(z)$ and $B(z)$ have coefficients $\in\{-1,1\}$. Let $a(k), b(k): \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$ be Boolean functions, such that $A_{k}=\mathcal{A}(k)=(-1)^{a(k)}$, $B_{k}=\mathcal{B}(k)=(-1)^{b(k)}$. Then [ $9,10,11,7]$ the polynomial pair $A(z), B(z)$ satisfy (5) for

$$
a(k)=\sum_{j=0}^{n-2} k_{j} k_{j+1}, \quad b(k)=a(k)+k_{n-1} .
$$

Similarly [1], polynomial pair $A(z), B(z)$ satisfy (6) for

$$
a(k)=\sum_{j>l} k_{j} k_{l}, \quad b(k)=a(k)+\sum_{j} k_{j} .
$$

Finally [1], polynomial pair $A(z), B(z)$ satisfy (7) for

$$
a(k)=k_{0} \sum_{j=1}^{n-1} k_{j}, \quad b(k)=a(k)+k_{0} \quad \text { or } \quad b(k)=a(k)+k_{1}+k_{2}+\ldots+k_{n-1} .
$$

More general complementary constructions for types II and III, similar to Turyn's construction for type I [12, 13, 8], can be found in [1], and a further construction for type III pairs in [2]. If coefficients of $A(z)$ and $B(z)$ are limited to $\{-1,1\}$, the solutions to (5) and (6) appear to be unique, to within symmetry. But there are a growing number of solutions for (7) as $n$ increases [2].

Although the above problems/solutions are for $n$-variate polynomials, both problem and solution can be projected down to the univariate case, whilst preserving coefficient alphabet, as follows. Let $z_{0}=y, z_{j}=z_{j-1}^{2}, 1 \leq j<n$. Then $n$-variate polynomials $A(z)$ and $B(z)$ project down to univariate polynomials $A(y)$ and $B(y)$ of algebraic degree $2^{n}-1$, and problems of type I, II, and III, are projected down to the problem of finding $A(y)$ and $B(y)$ such that

$$
\begin{gathered}
A(y) A^{*}\left(y^{-1}\right)+B(y) B^{*}\left(y^{-1}\right)=\delta, \\
\frac{A(y) A^{*}(y)+B(y) B^{*}(y)}{\sum_{j=0}^{2^{n}-1} y^{2 j}}=\delta, \\
\frac{A(y) \breve{A}^{*}(y)+B(y) \breve{B}^{*}(y)}{\prod_{j=0}^{n-1}\left(1-y^{2 j+1}\right)}=\delta,
\end{gathered}
$$

respectively, where $\breve{P}(y)=\sum_{j=0}^{2^{n}-1} P_{j}(-1)^{\mathrm{W}(j)} y^{j}$, and $\mathrm{w}(j)$ means binary weight of $j$. The corresponding solutions are given by projection of solutions for the multivariate case [7].

## 5. Conclusion

By modification of polynomial forms, we have generalised the application of unitary matrix transforms to residue systems other than the discrete Fourier transform. We have characterised unitaries for the case where the polynomials are of degree one, and these characterisations lead us to identify three types of residue system of particular interest. Residue systems for $n$-variate polynomials can then be realised by the application of $n$-fold tensor products of these unitaries. For such systems we characterise the problem of finding complementary array pairs of types I, II, and III, and give solutions for the case where all coefficients are in $\{1,-1\}$. Finally, we show how problems/solutions for an $n$-variate system can be projected down to problems/solutions for a univariate system. Further directions include an investigation of more general types of residue system, as characterised by unitaries in this paper, and finding unitary characterisations for polynomials of degree greater than one. Another direction is to consider problems other than complementary pairs.
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[^0]:    ${ }^{1}$ The rows of our three matrices are eigenvectors of the Pauli spin matrices, $\sigma_{x}, \sigma_{y}$, and $\sigma_{z}$ [5].

