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Abstract. We present a generalised setting for the construction of com-

plementary array pairs and its proof, using a unitary matrix notation.

When the unitaries comprise multivariate polynomials in complex space,

we show that four definitions of conjugation imply four types of com-

plementary pair - types I, II, III, and IV. We provide a construction

for complementary pairs of types I, II, and III over {1,−1}, and further

specialize to a construction for all known 2× 2× . . .× 2 complementary

array pairs of types I, II, and III over {1,−1}. We present a construction

for type-IV complementary array pairs, and call them Rayleigh quotient

pairs. We then generalise to complementary array sets, provide a con-

struction for complementary sets of types I, II, and III over {1,−1},
further specialize to a construction for all known 2 × 2 × . . . × 2 com-

plementary array sets of types I, II, and III over {1,−1}, and derive

closed-form Boolean formulas for these cases.

Key words: Complementary sets, complementary arrays, Golay pairs,

Rayleigh quotient.

1 Introduction

A length d sequence of complex numbers, A := (a0, a1, . . . , ad−1) ∈ Cd, can be
written as a univariate polynomial, A(z) := a0 + a1z + . . . + ad−1z

d−1, and the
aperiodic autocorrelation of A comprises the coefficients of A(z)A(z−1), where
A(z−1) means conjugate the coefficients of A(z−1). Then (A,B) are a Golay
complementary pair of sequences [1,2,4,3] if

λAB := A(z)A(z−1) +B(z)B(z−1) = c ∈ R.

A d0×d1× . . .×dm−1 array of complex numbers, A ∈
⊗m−1

k=0 Cdk , can be written
as a multivariate polynomial, A(z), where z := (z0, z1, . . . , zm−1) and A(z) has
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maximum degree dk − 1 in zk. Then a size S complementary set of arrays is a
set of S m-dimensional arrays, AS = {A0, A1, . . . , AS−1}, such that

λAS (z) :=
S−1∑
s=0

As(z)As(z−1) = c ∈ R, (1)

where z−1 := (z−1
0 , z−1

1 , . . . , z−1
m−1). Complementary pairs and, more generally,

sets are attractive because the sum of their aperiodic autocorrelations, λAS ,
has zero sidelobes, i.e. λAS (z) has no dependence on z. This means that the
Fourier transform of λAS is completely flat, as λAS (e) = c, a constant, for
e = (e0, e1, . . . , em−1) ∈ Cm, |ek| = 1, ∀k. Golay proposed a construction
for complementary sequence pairs with sequence elements taken from alphabet
{1,−1} [1,2,4,3]. This was extended by Turyn and others [5,6], and generalised
to sets [7,8,9,10], to other alphabets [11,12,13] to arrays [14,15,16,9,17,18,19,20],
to near-complementarity [15,21], and to complete complementary codes [22]. A
typical requirement is that any pair so constructed comprises elements taken
from some highly constrained complex alphabet (such as, for instance, {1,−1}
or {1, i,−1,−i}, i =

√
−1) - one difficulty with complementary construction lies

in devising methods to suitably restrict the alphabet. In this paper we exam-
ine four types of complementarity, types I, II, III, and IV, of which type-I is
the conventional type. We first express the pair construction as a 2× 2 unitary
transform action, where we derive unitarity without defining, explicitly, addi-
tion, multiplication, and conjugacy, apart from a few necessary constraints. The
approach allows us to propose λ-pairs: from a λAB pair, (A,B), and a λCD pair,
(C,D), one constructs a λFG pair, (F,G), where λFG = λABλCD. We then spe-
cialise to the case where the 2 × 2 unitary matrix contains m-variate complex
polynomial elements. By defining conjugacy in three different ways one estab-
lishes that unitarity is preserved when evaluating the polynomial elements of this
matrix over the m-fold unit circle, real axis, or imaginary axis, so as to obtain
constructions for complementary array pairs of types I, II, and III, respectively.
We specialise to constructions for the alphabet {1,−1}, and to 2 × 2 × . . . × 2
arrays 3. A fourth definition of conjugacy yields type-IV, leading to the char-
acterisation and construction of Rayleigh quotient pairs. We then generalise to
complementary array sets and, in particular, develop constructions for comple-
mentary sets of 2 × 2 × . . . × 2 arrays over the alphabet {1,−1} for types I, II,
and III. We derive closed-form Boolean formulae for these constructions.

Whilst types I, II, and III have been proposed and explored in other recent
papers [23,24,25,26], the method of proof in this paper is both more concise and
3 This may seem restrictive but, as discussed in [19,20], array dimensions can be

combined whilst preserving (near-)complementarity. For instance, properties for a

2×2×3 array imply properties for a set of 4×3, 2×6 arrays, or length 12 sequences.
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more general, allowing characterisation and constructions beyond the 2×2×. . .×
2 case, and is applicable to scenarios beyond complex polynomials. Moreover
the definition and construction of Rayleigh quotient pairs is new, arising from a
consideration of results in [27,28]. Although the formula for the construction of
complementary sets of Boolean functions of type-I was first stated in [16] and
proved in [9], the proof here is more succinct, facilitating the development of
new formulae for complementary sets of Boolean functions of types II and III.

2 New contexts for the complementary pair construction

Let Γ be a set and let ‘◦’, ‘+’, and ‘∗’ act on Γ , where ◦,+ : Γ 2 → Γ , and
∗ : Γ → Γ . Let ‘−’ and ‘/’ be the inverses of ‘+’ and ‘◦’, respectively, where,
∀a, b ∈ Γ , −(+(a, b), b) = a, and /(◦(a, b), b) = a◦b

b = a. In any equation, let ‘∗’
take precedence over ‘◦’ which, itself, takes precedence over ‘+’. Let A,B,C,D ∈
Γ . A modified and generalised construction for complementary pair (F,G), given
complementary pairs (A,B) and (C,D), and based on [5,14,17,19], is

F = C ◦A+D∗ ◦B, G = D ◦A− C∗ ◦B. (2)

Theorem 1 Given (2), the identity,

F ◦ F ∗ +G ◦G∗ = (A ◦A∗ +B ◦B∗) ◦ (C ◦ C∗ +D ◦D∗),

holds if the following conditions on ‘◦’, ‘+’, and ‘∗’ are met:

– ‘∗’ is an involution and is also distributive over ‘◦’ and ‘+’.
– ‘◦’ is distributive over ‘+’.
– Both ‘◦’ and ‘+’ are associative and commutative.

Proof. From (2),

F ◦ F ∗ = (C ◦A+D∗ ◦B) ◦ (C ◦A+D∗ ◦B)∗

= (C ◦A+D∗ ◦B) ◦ (C∗ ◦A∗ + (D∗)∗ ◦B∗) ∗ distrib. over ◦,+
= (C ◦A+D∗ ◦B) ◦ (C∗ ◦A∗ +D ◦B∗) ∗ an involution
= C ◦A ◦ C∗ ◦A∗ +D∗ ◦B ◦ C∗ ◦A∗ ◦ distrib. over +

+ C ◦A ◦D ◦B∗ +D∗ ◦B ◦D ◦B∗
= C ◦ C∗ ◦A ◦A∗ +A∗ ◦B ◦ C∗ ◦D∗ ◦ commut., assoc.

+A ◦B∗ ◦ C ◦D +D ◦D∗ ◦B ◦B∗
= C ◦ C∗ ◦A ◦A∗ +D ◦D∗ ◦B ◦B∗ + commut., assoc.

+A∗ ◦B ◦ C∗ ◦D∗ +A ◦B∗ ◦ C ◦D

Likewise,

G ◦G∗ = D ◦D∗ ◦A ◦A∗+C ◦C∗ ◦B ◦B∗−A∗ ◦B ◦C∗ ◦D∗−A ◦B∗ ◦C ◦D,
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and the theorem follows from F ◦ F ∗ +G ◦G∗. �

Let U be a 2× 2 matrix with elements in Γ , with multiplication of matrices
taken with respect to ‘◦’ and ‘+’ in the obvious way. Let † take U :=

(
a b

c d

)
to

U† :=
(
a∗ c∗

b∗ d∗

)
(i.e. transpose-‘conjugate’). Then U is called unitary with respect

to ‘◦’, ‘+’, and ‘∗’, if UU† = I, where I is the 2× 2 identity matrix.

Definition: (C,D) is called a λCD-pair, where λCD := C ◦ C∗ +D ◦D∗.
We abbreviate (2) to(

F

G

)
=

(
C D∗

D −C∗

)(
A

B

)
=
√
λT

(
A

B

)
, (3)

where λ := λCD and T := 1√
C◦C∗+D◦D∗

(
C D∗

D −C∗

)
is unitary 4. One associates

λ with unitary, T , and with its constituent pair, (C,D). By definition, T is
a complete complementary code [22], where the matrix elements are not fixed
elements of the space, but are variables.

The inner product, 〈·, ·〉, of two length S vectors, u, v ∈ ΓS , is given by
〈u, v〉 := uv† = u0 ◦ v∗0 + u1 ◦ v∗1 + . . .+ uS−1 ◦ v∗S−1 =

∑S−1
i=0 ui ◦ v∗i , and u and

v are called orthogonal if 〈u, v〉 = 0.

Lemma 1 Let
(
C′

D′

)
= V

(
C

D

)
. Then λC′D′ = λCD if V is unitary.

Proof. Let v :=
(
C

D

)
, and express λCD of (C,D) as the inner product of v

with itself, i.e. λCD = 〈v, v〉. Then 〈V v, V v〉 = v†V †V v = v†v = 〈v, v〉. �

We summarise theorem 1 in terms of λAB , λCD,and λFG:

λFG = λCD ◦ λAB . (4)

2.1 Polynomial context

The above presentation is very general, allowing one to examine different sce-
narios without having to re-prove complementarity. In this paper we consider
just a few special cases, where we focus, primarily, on varying the definition of
‘∗’. Let Γ be the space of complex multivariate rational functions. Let ‘◦’ and
‘+’ be conventional multiplication and addition of complex multivariate rational
functions, respectively. Henceforth, although we deal with rational functions, i.e.
the powers of our variables may be negative, for brevity we shall refer to ratio-
nal functions as polynomials. Let A(z0, z1, . . . , zm−1) = A(z) be an m-variate

4 ‘
√
λ’ is the member or members of Γ that satisfy

√
λ ◦
√
λ = λ - such a root must

necessarily exist in Γ .
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polynomial with complex coefficients, of minimum degree zero and maximum
degree dk − 1 in zk. We can interpret A(z) as a d0 × d1 × . . . × dm−1 array of
complex numbers. We write A for both polynomial and array interpretations,
where meaning is clear from context. Then Al, l = (l0, l1, . . . , lm−1) ∈ Z+m, is
the coefficient of the monomial

∏m−1
k=0 zlkk in A(z), i.e. the lth element of the

m-dimensional array, A, where Al = 0, ∀l where lk ≥ dk for one or more k. The
first three definitions of ‘∗’, acting on A are as follows:

Type-I: A∗(z0, z1, . . . , zm−1) := A(z−1
0 , z−1

1 , . . . , z−1
m−1) := A(z−1).

Type-II: A∗(z0, z1, . . . , zm−1) := A(z).
Type-III: A∗(z0, z1, . . . , zm−1) := A(−z),

(5)
where A means conjugate the complex coefficients of A. The above three defini-
tions for ‘∗’ are all involutions, as required. For instance, let A(z) = 2 + iz0 −
3z1 + z0z1. Then A∗(z) = 2 − iz−1

0 − 3z−1
1 + z−1

0 z−1
1 or 2 − iz0 − 3z1 + z0z1 or

2 + iz0 + 3z1 + z0z1, for types I or II or III, respectively.

Let pairs A(z), B(z), and C(y), D(y), and F (x), G(x), be m-variate, m′-
variate, and m′′ = m+m′-variate polynomials, respectively, where the variable
elements of y and z are disjoint, and where x = y|z is the concatenation of
y and z. A generalised spectral analysis in the complex plane requires us to
evaluate these polynomials, and

√
λ(y)T (y), by assigning every variable to a

complex number. For brevity, define
√
λT (y) :=

√
λ(y)T (y). If, after evalu-

ation at a point y = e ∈ Cm′ ,
√
λT (e)(

√
λT (e))† 6= λ(e)I, then the com-

plementary pair property does not carry over to spectral evaluation y = e.
This leads to natural restrictions on the evaluation space, so as to preserve uni-
tarity in complex space. For example, for type-I, although, λ(y)T (y)T †(y) =(

1 + y2 y−1

y −1 − y−2

)(
1 + y−2 y−1

y −1 − y2

)
= (3 + y2 + y−2)I = λ(y)I holds for both y = 3

and y = i, i =
√
−1, one finds that

√
λT (i)(

√
λT (i))† = λ(i)I = I, but√

λT (3)(
√
λT (3))† =

(
10 1

3
3 −10

9

)(
10 3
1
3
−10
9

)
6= λ(3)I = 109

9 I. Let E ⊂ Cm′ be the
subset of complex space where evaluation and conjugation commute:

E := {e | e ∈ Cm
′
, (
√
λT (e))† = (

√
λT )†(e)},

where e := (e0, e1, . . . , em′−1). We call E the commuting evaluation set. For our
example i ∈ E but 3 6∈ E. One finds that

Type-I: E = {e | |ej | = 1,∀j} (m′-fold unit circle),
Type-II: E = Rm′ (m′-fold real axis),
Type-III: E = Im′ (m′-fold imaginary axis).
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Evaluations of A in the complex plane are the multi-set {A(z = e) | e ∈
Cm′}. When dk = 2, ∀k, these spectral evaluations can be realised, to within row
normalisation, by the action of a special set of unitary transforms on the array,
A. For r ∈ R, and |β| = 1, evaluation of a0 + a1z at both z = rβ and z = −β

r is

given by V
(
a0
a1

)
, for V a matrix from the evaluation set, E,

E := {
(

1 rβ

1 −β
r

)
| r ∈ R, |β| = 1}.

Restrictions to the commuting evaluation set put constraints on r or β: r = 1
for type-I, β = 1 for type-II, and β = i for type-III. Row normalisation of E
then gives unitary evaluation set, E ,

E := { 1√
1 + r2

(
1 0
0 r

)(
1 rβ

1 −β
r

)
| r ∈ R, |β| = 1},

which, for types I, II and III, yields unitary commuting evaluation sets [25]

EI = { 1√
2

(
1 β

1 −β

)
| r = 1, |β| = 1},

EII = { 1√
1+r2

(
1 r

r −1

)
| r ∈ R, β = 1} = {

(
cosφ sinφ

sinφ − cosφ

)
| ∀φ},

EIII = { 1√
1+r2

(
1 ri

r −i

)
| r ∈ R, β = i} = {

(
cosφ i sinφ

sinφ −i cosφ

)
| ∀φ}.

(6)

From (6) the normalisation factors of types I, II, and III for the dk = 2
case, 0 ≤ k < m′, are 2

−m′
2 ,

∏m′−1
k=0

1√
(1+r2k)

, and
∏m′−1
k=0

1√
(1+r2k)

, respectively.

So one must normalise λ(y) = C(y)C∗(y) + D(y)D∗(y) by dividing by 2m
′
,∏m′−1

k=0 (1 + y2
k), and

∏m′−1
k=0 (1− y2

k), for types I, II, and III, respectively. But the
normalisation argument can be extended to any combination of array dimensions,
dk, even if we can’t specify the associated dk×dk unitaries explicitly. One makes
the first row of the kth matrix equal to (1, β, β2, . . . , βdk−1), (1, r, r2, . . . , rdk−1),
and (1, ri,−r2, . . . , rdk−1idk−1), for types I, II, and III, respectively. Then, for
types I, II, and III, λ(y) must be divided by

∏m′−1
k=0 dk,

∏m′−1
k=0 (1 + y2

k + y4
k +

. . .+ y
2(dk−1)
k ), and

∏m′−1
k=0 (1− y2

k + y4
k − . . .+ (−1)dk−1y

2(dk−1)
k ), respectively.

Definition: (C,D) is a perfect type-I, II, or III pair, iff λ = c, c
∏m′−1
k=0 (1 + y2

k +
y4
k+ . . .+y2(dk−1)

k ), or c
∏m′−1
k=0 (1−y2

k+y4
k− . . .+(−1)dk−1y

2(dk−1)
k ), respectively,

where c ∈ R.

For instance, the conventional Golay complementary pair of sequences of
length d is here called a perfect type-I pair, (C,D), where m′ = 1, and d0 = d.

Example: Let
√
λT =

(
1 y

−y −1

)
. Then T is a type-III unitary but not a type-I

or II unitary, as λTT † = λI for ‘∗’ of type-III, but not for ‘∗’ of types I or II.
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However, for this very special case (C = 1, D = −y) is a perfect type-I, II, and
III pair, as λCD = 2, or 1 + y2, or 1 − y2 for types I or II or III, respectively.
Instead, let C = 1+y0+y1−y0y1, D = 1−y0−y1−y0y1. Then (C,D) is a perfect
type-II pair as λCD = 2(1+y2

0)(1+y2
1), but not a perfect type-I or type-III pair.

Evaluating C(y0, y1) and D(y0, y1) at y0 ∈ {±1}, y1 ∈ {0,∞} (four points on
the 2-fold real axis) gives λCD(±1, {0,∞}) = 4, 4, 4∞, 4∞. Normalising λCD by
dividing by (1 + y2

0)(1 + y2
1) in each case gives

(
λCD

(1+y2
0)(1+y2

1)

)
y0∈{±1},y1∈{0,∞}

=

2, 2, 2, 2. This is equivalent to applying the type-II unitary commuting evaluation
matrix H ⊗ I ∈ E⊗2

II to C and to D, where H = 1√
2

(
1 1
1 −1

)
, to obtain

(Ĉ, D̂) =



√

2

0

0√
2

 ,


0√
2

−
√

2

0




=

 1√
2


1 1 0 0

1 −1 0 0

0 0 1 1

0 0 1 −1




1

1

1

−1

 , 1√
2


1 1 0 0

1 −1 0 0

0 0 1 1

0 0 1 −1




1

−1

−1

−1


 ,

and then verifying that the sum of the point-products of Ĉ with itself and of
D̂ with itself is Ĉ.Ĉ + D̂.D̂ = (2, 2, 2, 2)T . In general the two arrays, C and D,
satisfy Ĉ.Ĉ + D̂.D̂ = (2, 2, 2, 2)T for Ĉ =

((
cosφ0 sinφ0
sinφ0 − cosφ0

)
⊗
(

cosφ1 sinφ1
sinφ1 − cosφ1

))
C,

∀φ0, φ1, and similarly for D̂.

Whilst E⊗mI is the m-dimensional Fourier transform, E⊗mII and E⊗mIII are less
familiar, although types I, II, and III may make sense to some as characteris-
ing the three axes of a Bloch sphere in the context of qubit quantum systems
[29]. We have discussed evaluations when dk = 2, ∀k, and proposed suitable
normalisation, irrespective of the value of dk, even if one does not know the
associated dk × dk evaluation unitary. But for type-I a unitary is known for
general dk = d, by replacing 1√

2

(
1 β

1 −β

)
= 1√

2

(
1 1
1 −1

)(
1 0
0 β

)
, |β| = 1, in (6) by

1√
d

(
1 1 1 . . . 1
1 α α2 . . . αd−1

. . . . . . . . . . . . . . .

1 αd−1 αd−2 . . . α

)(
1 0 0 . . . 0
0 β 0 . . . 0
. . . . . . . . . . . . . . .

0 0 0 . . . βd−1

)
, where α = e2πi/d and |β| = 1.

For types II and III, although it remains an open problem for us to characterise
these generalisations, we can still envisage unitary evaluation sets, E , without
explicit characterisation. In this context, let λ = λ(y) be an m′-variate polyno-
mial, and let λU := Uλ for U taken from some m′-variate unitary evaluation set
E ′ = E ′0 ⊗ E ′1 ⊗ . . . ⊗ E ′m′−1. We then obtain an evaluated form of (4), for λAB ,
λCD, and λFG m-variate, m′-variate, and m′′ = m+m′-variate, respectively:

λU ′′,FG = λU ′,CDλU,AB , (7)



8 M.G. Parker and C. Riera

for U ′′ = U ′⊗U , U ′ ∈ E ′, U ∈ E , and E ′′ = E ′⊗E . Let ‖Uλ‖∞ be the maximum
size of an element in array Uλ. Let λmax,E := maxU∈E(‖Uλ‖∞). Then a variant
of (7) is

λmax,E′′,FG = λmax,E′,CDλmax,E,AB , (8)

which allows one to characterise and construct near-complementary λ-pairs [15,21],
i.e. where λE′′,FG is not constant, but ‘near-constant’. (One could, similarly, re-
place ‘max’ by ‘min’ throughout). Equations (7) and (8) become identical when
(A,B) and (C,D) are perfect, in which case, from (4), (F,G) is also perfect.

3 Pair recursion

To recurse (3) for polynomials, we combine (3) and lemma 1, to give(
Fj(zj)
Gj(zj)

)
=

(
Uj(yj)

(
Cj(yj) D∗j (yj)
Dj(yj) −C∗j (yj)

)
Vj(yj)

)(†)(
Fj−1(zj−1)
Gj−1(zj−1)

)

=
(
Uj(yj)

√
λjTj(yj)Vj(yj)

)(†)
(
Fj−1(zj−1)
Gj−1(zj−1)

)
,

(9)

where
√
λjTj(yj) abbreviates

√
λj(yj)Tj(yj), Uj and Vj are 2 × 2 unitary, ∀j,

with yj := (zµj , zµj+1, . . . , zmuj+mj−1), µj =
∑j−1
k=0mk, zj = yj |zj−1, ∀j, and

‘(†)’ means optional transpose-conjugate. Uj , Vj , and (†) are inserted to generate
symmetry classes by lemma 1. If the starting conditions are F−1 = G−1 = 1,
then one obtains λ-pair (F ,G) := (Fn−1, Gn−1), where λ =

∏n−1
j=0 λj .

3.1 Coefficients restricted to {1,−1}

To construct λ-pairs whose coefficients are from a restricted alphabet, one must
choose (Cj , Dj), Uj and Vj , appropriately. Let dj := (dµj , dmuj+1, . . . , dµj+mj−1).
Wlog we assume Cj and Dj have minimum degree zero and maximum degree
dµj+k − 1 in zµj+k, so as to facilitate the mapping to and from arrays. Let

ydj−1
j mean

∏mj−1
k=0 z

dµj+k−1

µj+k
- this term is added for type-I below so as to facil-

itate this mapping to and from arrays. Here is a recursive formula to generate
all known λ-pairs of types I, II, and III, with coefficients restricted to {1,−1},
where (F−1, G−1) and (Cj , Dj) have only {1,−1} coefficients, ∀j:

I:
(
Fj

Gj

)
= ±1√

2

(
1 0

0 ±1

)(√
λjTj(yj)

(
1 0

0 y
dj−1

j

))(T )(
1 1

±1 ∓1

)(
Fj−1

Gj−1

)
,

II:
(
Fj

Gj

)
= ±1√

2

(
1 0

0 ±1

)(√
λjTj(yj)

)(†)( 1 1

±1 ∓1

)(
Fj−1

Gj−1

)
,

III:
(
Fj

Gj

)
= ±1√

2

(√
λjTj(yj)

)(†)(±1 1

∓1 1

)(
Fj−1

Gj−1

)
.

(10)
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In all three cases, the final pair,
(
F ′j
G′j

)
, is given by

(
1 0
0 ±1

)(
Fj
Gj

)
, where one

does not distinguish between
(
F ′j
G′j

)
and

(
G′j
F ′j

)
. The use of ‘(T )’, (‘transpose’),

instead of ‘(†)’ for type-I, is just a convenience to ensure positive powers of zµj+k,
∀j, k, throughout. The expression for type-I is, essentially, a re-formulation of
expressions in [19,20].

Example: Let m0 = m1 = 1, d0 = 3, d1 = 2, F0 = 1 + z0 + z2
0 , and G0 =

1− z0 − z2
0 . Then, for type-III, λ′ = F0F

∗
0 +G0G

∗
0 = 2(1− z2

0 + z4
0), so (F0, G0)

is a perfect type-III pair. Let y1 = (z1), C1 = 1 + z1 and D1 = 1 + z1. Then
λ1 = C1C

∗
1 + D1D

∗
1 = 2(1 − z2

1), so (C1, D1) is a perfect type-III pair. Then
applying a particular instance of the type-III construction of (10)(

F1

G1

)
= 1√

2

(
1 + z1 1− z1
1 + z1 −1 + z1

)(
1 1

−1 1

)(
1 + z0 + z2

0

1− z0 − z2
0

)
=
√

2
(

1− z0 − z2
0 + z1 + z0z1 + z2

0z1

1 + z0 + z2
0 + z1 − z0z1 − z2

0z1

)
,

and one can verify that λ = F1F
∗
1 + G1G

∗
1 = 4(1 − z2

1)(1 − z2
0 + z4

0) = λ1λ
′,

as expected, so (F1, G1) is type-III perfect. Evaluation of normalised λ is the
evaluation of λ

(1−z21)(1−z20+z40)
on the imaginary axis, which is the constant, 4.

When dµj+k = 2, ∀j, k then, from (6), as well as type-I unitary evaluation, we
also know explicit type-II and III unitary evaluations. Moreover, when mj = 1,
∀j then, to within symmetry, we can identify a unique Tj , ∀j, for each of I, II,
and III, such that (Cj , Dj) are perfect, and (F−1, G−1) and (Cj , Dj) have only
{1,−1} coefficients, ∀j. We obtain

I:
(
Fj

Gj

)
= ±1√

2

(
1 0

0 ±1

)(
1 + zj zj − 1

1− zj −zj − 1

)(
1 1

±1 ∓1

)(
Fj−1

Gj−1

)
= ±2HPγ,j

(
1 0

0 zj

)
Pθ,j

(
Fj−1

Gj−1

)
,

II:
(
Fj

Gj

)
= ±1√

2

(
1 0

0 ±1

)(
1 + zj 1− zj

1− zj −1− zj

)(
1 1

±1 ∓1

)(
Fj−1

Gj−1

)
= ±
√

2
(

1 zj

zj −1

)
OjPθ,j

(
Fj−1

Gj−1

)
,

III:
(
Fj

Gj

)
= ±1√

2

(
1 + zj 1− zj

1 + zj −1 + zj

)(
±1 1

∓1 1

)(
Fj−1

Gj−1

)
= ±
√

2
(

1 zj

zj 1

)
Oj

(
Fj−1

Gj−1

)
,

(11)

where Oj ∈ {
(

1 0
0 1

)
,
(

1 0
0 −1

)
}, and Pγj , Pθj ∈ {

(
1 0
0 1

)
,
(

0 1
1 0

)
}. In all three cases,

the final pair,
(
F ′j
G′j

)
, is given by Oj+1

(
Fj
Gj

)
, where one does not distinguish

between
(
F ′j
G′j

)
and

(
G′j
F ′j

)
.
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4 Type-IV: the Rayleigh quotient pair

(5) gave three types of involution, ‘∗’. Here is a fourth, where we must also modify
the definition of ‘◦’ accordingly. Let M be an m-dimensional unitary Hermitian
matrix (i.e. M† = M , MM† = I), where M is of size d0 × d1 × . . . × dm−1.
Remembering that A(z0, z1, . . . , zm−1) can be interpreted as an m-dimensional
array, A, define ‘∗’ as

Type-IV: A∗ := MA. (12)

Remember that Al, l ∈ Z∗m, is the lth coefficient of the monomial
∏m−1
k=0 zlkk in

A(z). Then, for A(z0, z1, . . . , zm−1) and B(z0, z1, . . . , zm−1), both of degree less
than dk in zk, ∀k, the inner-product of A and B is given by

〈A(z), B(z)〉 = 〈A,B〉 =
∑

l∈Z∗m
AlBl,

i.e., viewing A and B as arrays, the inner-product is element-wise. For y and z
disjoint vectors of variables, we define ‘◦’ as

Type-IV: C(y) ◦A(z) := C(y)A(z)
A(z) ◦B(z) := 〈A,B〉,

(13)

i.e. ‘◦’ is conventional polynomial multiplication between polynomials in disjoint
variables (a tensor-product of the associated arrays), but is the inner-product of
polynomials in the same variables. It can be verified that ‘∗’ is an involution, and
that the required distributivity, commutativity, and associativity relationships
hold between ‘∗’, ‘◦’ and ‘+’, apart from the caveat that ‘∗’ is not distributive
over ‘◦’ when ‘◦’ acts as the inner-product, i.e. (C(y)◦C ′(y))∗ 6= C∗(y)◦C ′∗(y) =
〈C∗(y), C ′∗(y)〉. But this scenario is not required in the proof of theorem 2.

The definition of the Rayleigh quotient of A with respect to M is given by

RQ(A,M) :=
〈A,MA〉
〈A,A〉

,

where M is unitary Hermitian. We have that |RQ| ≤ 1, with RQ(A,M) = ±1
iff A is an eigenvector (eigenarray) of M . It follows that

RQ(A,M) =
A ◦A∗

〈A,A〉
, (14)

We similarly define the Rayleigh quotient pair of (A,B) with respect to M

by

RQ2((A,B),M) :=
〈A,MA〉+ 〈B,MB〉
〈A,A〉+ 〈B,B〉

.
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We have that |RQ2| ≤ 1, with RQ2((A,B),M) = ±1 iff both A and B are
eigenvectors of M . The type-IV definition of ‘∗’ and ‘◦’ implies that

RQ2((A,B),M) =
A ◦A∗ +B ◦B∗

〈A,A〉+ 〈B,B〉
. (15)

Let Myj be a dµj ×dµj+1× . . .×dµj+mj−1 Hermitian unitary matrix, and let
Mj = Myj ⊗Mj−1, ∀j, where M−1 = 1 andM := Mn−1. We apply construction
(9) for ‘∗’ and ‘◦’ of type-IV, with respect to Myj at step j. Then (F ,G) :=
(Fn−1, Gn−1) is a λ-pair, where λ =

∏n−1
j=0 λj (note that, in this case, the λj are

complex numbers, not polynomials). In particular,

RQ2((F ,G),M) =
F ◦ F∗ + G ◦ G∗

〈F ,F〉+ 〈G,G〉
=

λ

〈F ,F〉+ 〈G,G〉
, (16)

where F−1 = G−1 = 1. If both Cj and Dj are eigenvectors of Myj , ∀j, then both
F and G are eigenvectors of M. So we have a way of computing sets of eigen-
vectors of M =

⊗n−1
j=0 Myj given a set of eigenvectors, {Cj , Dj | MyjCj =

Cj ,MyjDj = Dj}, ∀j. Trivial eigenvectors of M can be obtained by assigning
Cj = D∗j , ∀j, and are not interesting - the interesting eigenvectors are obtained
if Cj 6= Dj for one or more j.

5 Set recursion

The λ-pair construction (9) is generalised to a λ-set construction of size S, as
follows:

Fj :=


Fj,0(zj)
Fj,1(zj)
. . .

Fj,S−1(zj)

 =
(
Uj(yj)

√
λjTj(yj)Vj(yj)

)(†)


Fj−1,0(zj−1)
Fj−1,1(zj−1)
. . .

Fj−1,S−1(zj−1)

 ,

(17)
where Uj and Vj are unitary, ∀j, yj := (zµj , zµj+1, . . . , zµj+mj−1), µj =

∑j−1
i=0 mi,

and zj = yj |zj−1, ∀j. From starting conditions (F−1,s = 1, 0 ≤ s < S), one ob-
tains λ-set (F := Fn−1,s, 0 ≤ s < S), where λ =

∏n−1
j=0 λj .

5.1 Size-2t sets

A special case is when S = 2t and
√
λjTj decomposes as

√
λjTj =

⊗t−1
k=0

√
λj,kTj,k,

where
√
λj,kTj,k =

(
Cj,k D∗j,k
Dj,k −C

∗
j,k

)
is a matrix function of mj,k variables. For this

decomposition of the construction, unitary evaluation sets of types I, II, and
III are then just a t-fold tensoring of the evaluations described in (6), where
mj =

∑t−1
k=0mj,k. It follows that

Definition: F is a perfect type-I, II, or III set iff, ∀j, k, λj = c, c
∏t−1
k=0(1+z2

µj+k
),

and c
∏t−1
k=0(1− z2

µj+k
), for types I, II, and III, respectively, where c ∈ R.
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5.2 Size-2t sets of 2× 2× . . .× 2 bipolar arrays

If we further restrict, such that mj,k = 1 and dµj+k = dtj+k = 2, ∀j, k, and where
the constructed polynomials have coefficients restricted to {1,−1} then, gener-
alising (11), and observing that µj = tj, one can substitute in for Uj

√
λjTjVj in

(17) to obtain

I:


Fj,0(zj)
Fj,1(zj)
. . .

Fj,2t−1(zj)

 = ±H⊗tPγ,j
⊗t−1

k=0

(
1 0

0 ztj+k

)
OjPθ,j


Fj−1,0,(zj−1)
Fj−1,1(zj−1)
. . .

Fj−1,2t−1,(zj−1)

 .

II:


Fj,0(zj)
Fj,1(zj)
. . .

Fj,2t−1(zj)

 = ±
⊗t−1

k=0

(
1 ztj+k

ztj+k −1

)
OjPθ,j


Fj−1,0(zj−1)
Fj−1,1(zj−1)
. . .

Fj−1,2t−1(zj−1)

 .

III:


Fj,0(zj)
Fj,1(zj)
. . .

Fj,2t−1(zj)

 = ±
⊗t−1

k=0

(
1 ztj+k

ztj+k 1

)
OjPθ,j


Fj−1,0(zj−1)
Fj−1,1(zj−1)
. . .

Fj−1,2t−1(zj−1)

 ,

(18)
where Pγ,j , Pθ,j are 2t × 2t permutation matrices, and Oj := diag(oj), oj ∈
{1,−1}2t . For type-I, when comparing with (11), the application of Oj on the
right-hand side is no longer redundant so is included. For type-III, the inclusion of

Pθ,j is for the same reason. In all three cases, the final set,

(
F ′j,0(zj)

F ′j,1(zj)

. . .

F ′
j,2t−1

(zj)

)
, is given

by Oj+1

(
Fj,0(zj)
Fj,1(zj)
. . .

F
j,2t−1(zj)

)
, where one does not distinguish between

(
Fj,0(zj)
Fj,1(zj)
. . .

F
j,2t−1(zj)

)
and

Pθ,j+1

(
Fj,0(zj)
Fj,1(zj)
. . .

F
j,2t−1(zj)

)
.

6 Generalised Boolean λ-sets

We now develop closed-form Boolean expressions for a special case of the sets
described by subsection 5.1, where dµj+k = 2, ∀j, k, and where the coefficients
are in {1,−1}. Let µj,k = µj +

∑k−1
i=0 mj,i, and Cj,k and Dj,k be polynomi-

als in yj,k, where yj,k = (zµj,k , zµj,k+1, . . . , zµj,k+mj,k−1). In (17), let
√
λjTj =⊗t−1

k=0

√
λj,kTj,k, where

√
λj,kTj,k =

(
Cj,k D∗j,k
Dj,k −C

∗
j,k

)
. As we are recursing we can,

WLOG, assign Uj = I, ∀j < n− 1, i.e. only Un−1 is not constrained to identity
if our final λ-set is F = Fn−1. We restrict to a {1,−1} alphabet, for both Cj,k



Generalised complementary arrays 13

and Dj,k, and for the resulting Fj , by assigning Vj =
(

1 1
1 −1

)⊗t
OjPθ,j . We have

(√
λjTj

(
1 1
1 −1

)⊗t)
=

t−1⊗
k=0

(
Cj,k +D∗j,k Cj,k −D

∗
j,k

Dj,k − C
∗
j,k Dj,k + C∗j,k

)
. (19)

(19) is, essentially, an array generalisation of Turyn’s construction [5], in more
general context. To begin with, set Oj = Pθ,j = I, ∀j, and ignore (†). Then (17)
simplifies to

Fj =
t−1⊗
k=0

(
Cj,k +D∗j,k Cj,k −D

∗
j,k

Dj,k − C
∗
j,k Dj,k + C∗j,k

)
Fj−1. (20)

As Cj,k and Dj,k are 2×2× . . .×2 arrays with elements from {1,−1}, then they
can be represented by Boolean functions cj,k, dj,k : Fmj,k2 → F2, of uj,k, where
uj,k := (xµj,k , xµj,k+1, . . . , xµj,k+mj,k−1) ∈ Fmj,k2 , and where Cj,k = (−1)cj,k and
Dj,k = (−1)dj,k . Our claim is that, given cj,k, dj,k, and fj−1,s Boolean functions
∀k, s, and that C∗j,k, D

∗
j,k have elements in {1,−1}, ∀j, k, then fj,s is a Boolean

function ∀s.
Let us first derive for t = 1, and subsequently develop for more general t. For

t = 1,
(
Fj,0
Fj,1

)
=
(
Cj−1 +D∗j−1 Cj−1 −D

∗
j−1

Dj−1 − C
∗
j−1 Dj−1 + C∗j−1

)(
Fj−1,0
Fj−1,1

)
gives

Fj,0 = (Cj−1 = D∗j−1)Cj−1Fj−1,0 + (Cj−1 = −D∗j−1)Cj−1Fj−1,1,

Fj,1 = (Dj−1 = −C∗j−1)Dj−1Fj−1,0 + (Dj−1 = C∗j−1)Dj−1Fj−1,1.
(21)

Conditions (Cj−1 = D∗j−1) ∈ {0, 1} and (Cj−1 = −D∗j−1) ∈ {0, 1} are mutually
exclusive, and similarly for (Dj−1 = −C∗j−1) and (Dj−1 = C∗j−1). So Fj,0 and Fj,1
have elements only from the alphabet {1,−1} if Cj−1, Dj−1, Fj−1,0 and Fj−1,1

have elements only from {1,−1}. Assuming that C∗j and D∗j have coefficients in
{1,−1} if Cj and Dj do 5 , then let C∗j = (−1)c

∗
j and D∗j = (−1)d

∗
j . Then, from

(21),

fj,0 = (cj−1 + d∗j−1 + 1)(cj−1 + fj−1,0) + (cj−1 + d∗j−1)(cj−1 + fj−1,1),
fj,1 = (c∗j−1 + dj−1)(dj−1 + fj−1,0) + (c∗j−1 + dj−1 + 1)(dj−1 + fj−1,1).

⇒(
fj,0
fj,1

)
=

(
cj−1 + d∗j−1 + 1 cj−1 + d∗j−1

c∗j−1 + dj−1 c∗j−1 + dj−1 + 1

)(
fj−1,0

fj−1,1

)
+

(
cj−1

dj−1

)
.

(22)

Consider the optional ‘†’, i.e.(
Fj,0
Fj,1

)
=
(
Cj−1 +D∗j−1 Cj−1 −D

∗
j−1

Dj−1 − C
∗
j−1 Dj−1 + C∗j−1

)† (
Fj−1,0
Fj−1,1

)
=
(
C∗j−1 +Dj−1 D∗j−1 − Cj−1
C∗j−1 −Dj−1 D∗j−1 + Cj−1

)(
Fj−1,0
Fj−1,1

)
.

In general this possibility does not preserve the {1,−1} alphabet as (C∗j−1 =
Dj−1) and (D∗j−1 = −Cj−1) are not, in general, mutually exclusive conditions,

5 The type-IV definition of ‘∗’ does not satisfy this requirement in general.
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and neither are (C∗j−1 = −Dj−1) and (D∗j−1 = Cj−1). However mutual exclusiv-
ity is realised in this case when c∗j−1 + dj−1 = cj−1 + d∗j−1, from which

(
fj,0
fj,1

)
=

(
cj−1 + d∗j−1 + 1 cj−1 + d∗j−1
cj−1 + d∗j−1 cj−1 + d∗j−1 + 1

)(
fj−1,0

fj−1,1

)
+

(
c∗j−1
d∗j−1

)
+ cj−1c

∗
j−1 + dj−1d

∗
j−1.

(23)
For reasons of page count we do not develop (23) further in this paper.

Now consider more general t. Let fj := (fj,s, s ∈ Ft2), where fj,s : Fµj+1
2 → F2

is a function of (x0, x1, . . . , xµj+1−1), ∀s. Then, from (20) and (22),

fj := log−1(Fj) =
t−1⊗
k=0

(
cj,k + d∗j,k + 1 cj,k + d∗j,k
c∗j,k + dj,k c∗j,k + dj,k + 1

)
fj−1 + vj ,

where vj = ((s+1) ·cj+s ·dj , s ∈ Ft2), cj = (cj,k, 0 ≤ k < t), and dj = (dj,k, 0 ≤
k < t). Let wj,k = cj,k + d∗j,k : Fmj,k2 → F2. Then w∗j,k = c∗j,k + dj,k and

fj =
t−1⊗
k=0

(
wj,k + 1 wj,k
w∗j,k w∗j,k + 1

)
fj−1 + vj . (24)

Unwrapping (24), and setting, wlog, f−1 = 0, gives

fj =
∏j
q=0

⊗t−1
k=0

(
wq,k + 1 wq,k
w∗q,k w∗q,k + 1

)
f−1 + vj

+
∑j−1
q=0

∏j
r=q+1

⊗t−1
k=0

(
wr,k + 1 wr,k
w∗r,k w∗r,k + 1

)
vq

= vj +
∑j−1
q=0

∏j
r=q+1

⊗t−1
k=0

(
wr,k + 1 wr,k
w∗r,k w∗r,k + 1

)
vq

= vj +
∑j−1
q=0

⊗t−1
k=0

(∏j
r=q+1

(
wr,k + 1 wr,k
w∗r,k w∗r,k + 1

))
vq,

(25)

where the ‘
∏

’ sign means ‘multiply matrices on the left‘, e.g.
∏1
j=0Mj = M1M0.

We now present two alternative derivations, A and B, taking (25) as their
starting point. They yield different, but equivalent, expressions for fj .

6.1 Derivation A

We require extra notation. For g : Fa2 → F2 for some positive integer, a, then,
for b ∈ F2, define

g∗b := g, b = 0,
:= g∗, b = 1.

More generally, for a = (a0, a1, . . . , at−1) ∈ Z+t, gk : Fak2 → F2, g = (g0, g1, . . . , gt−1) :
((Fak2 → F2), 0 ≤ k < t), and b ∈ Ft2, then

g ∧ b := g∗b + b := (g∗b00 , g∗b11 , . . . , g
∗bt−1
t−1 ) + b. (26)
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Define a recursive extension of ‘∧’:

j∧
p=i

gp := gi ∧ (
j∧

p=i+1

gp), i < j,

where gp : ((Fakp2 → F2), 0 ≤ ki < t), and
∧j
p=j gp = gj .

Let wj = (wj,0, wj,1, . . . , wj,t−1). Then, for b = (b0, b1, . . . , bt−1) ∈ Ft2, assign
hq =

∧j+1
p=q+1 wp, where wj+1 = s. Then, from (25),

fj = (fj,s, s ∈ Ft2), fj,s =
j∑
q=0

vq(hq). (27)

Proof. (of (27), sketch) - Observe that, for v =
(

v(0)
v(1)

)
,
(
w + 1 w

w w + 1

)
v =(

v(w)
v(w + 1)

)
. Therefore v′ =

(
w + 1 w

w∗ w∗ + 1

)
v =

(
v(w)

v(w∗ + 1)

)
, i.e. v′ = (v′s = v(w∗s +

s) = v(w ∧ s), s ∈ F2)T . Now observe that v′ =
(
w2 + 1 w2
w∗2 w∗2 + 1

)(
w1 + 1 w1
w∗1 w∗1 + 1

)
v =(

w2 + 1 w2
w∗2 w∗2 + 1

)(
v(w1)

v(w∗1 + 1)

)
=
(

v(w
∗w2
1 + w2)

v(w
∗(w∗2+1)
1 + w∗2 + 1)

)
. Therefore v′ = (v′s = v(w1 ∧

(w2 ∧ s)) = v(
∧3
p=1 wp)), s ∈ F2)T , where w3 = s.

Applying these techniques to (25) yields (27), where more general t implies
function vectors, wj . �

Remark: Potential confusion is possible here by reading v(h) and similar,
incorrectly, as v× (h). The real meaning should be clear from the proof of (27),
and by context in the ensuing discussion.

Re-introducing more general Oj and Pθ,j to (20) modifies (27). In partic-
ular, Pθ,j is a 2t × 2t permutation matrix. Let θj := (θ0,j , θ1,j , . . . , θt−1,j) :
Ft2 → Ft2 represent this permutation, and let it act on wj , i.e. define wθ,j :=
(θ0,j(wj), θ1,j(wj), . . . , θt−1,j(wj)), where θk,j(wj) : Ft2 → F2. Then

fj = (fj,s, s ∈ Ft2), fj,s =
j∑
q=0

vq(hθ,q) + oq(wq), (28)

where hθ,q =
∧j+1
p=q+1 wθ,p, p ≤ j, wθ,j+1 = s, and oq : Ft2 → F2 is arbitrary.

The action of ‘∧’ and ‘
∧

’, in the context of (28), is simplified if, ∀j, k, w∗j,k =
wj,k or w∗j,k = wj,k + 1:

• w∗j,k = wj,k, ∀j, k: From (26), if g∗k = gk, then g∗b + b = g + b. So the
action of ‘∧’ on wj,k becomes ‘+’, hθ,q = s+

∑j
p=q+1 wθ,p, and (28) becomes

fj = (fj,s, s ∈ Ft2), fj,s =
j∑
q=0

vq(hθ,q) + oq(wq). (29)
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• w∗j,k = wj,k + 1, ∀j, k: From (26), if g∗k = gk + 1, then g∗b + b = g. So∧j+1
p=q+1 wp = wq+1, hθ,q = wθ,q+1, and (28) becomes

fj = (fj,s, s ∈ Ft2), fj,s = vj(s)+oj(wj)+
j−1∑
q=0

vq(wθ,q+1)+oq(wq). (30)

♦ Consider, ∀k, and one or more j,

Condition X: c∗j,k = cj,k+a, d∗j,k = dj,k+a+1, a ∈ F2 ⇒ w∗j,k = wj,k+1.

If, wlog, one sets a = 0, then condition X implies that Dj,k − C∗j,k =
−(Cj,k + D∗j,k), and Dj,k + C∗j,k = Cj,k − D∗j,k, leading to factorisation
of the matrix in (20):(

Cj,k +D∗j,k Cj,k −D∗j,k
Dj,k − C∗j,k Dj,k + C∗j,k

)
=

(
1 1
−1 1

)(
Cj,k +D∗j,k 0

0 Dj,k + C∗j,k

)
.

If, for fixed j, condition X holds ∀k, 0 ≤ k < t, then one can employ
permutations γj and θj on the columns of the two matrix factors. Thus,
(20) becomes

Fj =

(
1 1
−1 1

)⊗t
Pγ,j

t−1⊗
k=0

(
Cj,k +D∗j,k 0

0 Dj,k + C∗j,k

)
Pθ,jFj−1,

and, in Boolean terms, this extra permutation generalises vj to vγ,j :=
(γ0,j(vj), γ1,j(vj), . . . , γt−1,j(vj)), where γj = (γ0,j , γ1,j , . . . , γt−1,j) :
Ft2 → Ft2 is a permutation, and γk,j(vj) : Ft2 → F2, and we obtain,

fj = (fj,s, s ∈ Ft2), fj,s = vγ,j(s)+oj(wj)+
j−1∑
q=0

vγ,q(wθ,q+1)+oq(wq),

(31)
where γj is the identity permutation ∀j where condition X does not hold.

6.2 Derivation B

Let J =
(

1 1
1 1

)
, I =

(
1 0
0 1

)
, and let ej,k = wj,k + w∗j,k + 1. For U some 2 × 2

unitary, let Uk =
⊗t−1

i=0 V
(i), where V (i) = I, ∀i 6= k, and V (k) = U . From (25),

fj = vj +
∑j−1
q=0

⊗t−1
k=0

(∑j
p=0

(
wp,k 0

0 w∗p,k

)
J
(∏p−1

r=q+1 er,k

)
+ I

)
vq

= vj +
∑j−1
q=0

(
I⊗t +

∑t−1
k=0

∑j
p=0

(
wp,k 0

0 w∗p,k

)
k

Jk

(∏p−1
r=q+1 er,k

))
vq

+ ((. . .)JkJk′ + . . .+ (. . .)JkJk′Jk′′ + . . .+ (. . .)J⊗t) vq,
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where
∏p−1
r=q+1 er,k = 0 and 1 for q ≥ p and q = p−1, respectively. But JkJk′vq =

JkJk′Jk′′vq = . . . = J⊗tvq = 0. So

fj =
j∑
q=0

vq +
j−1∑
q=0

t−1∑
k=0

j∑
p=0

(
wp,k 0

0 w∗p,k

)
k

Jk

(
p−1∏
r=q+1

er,k

)
vq.

With re-arranging,

fj =
j∑
p=0

(
vp +

t−1∑
k=0

(
wp,k 0

0 w∗p,k

)
k

Jk

p−1∑
q=0

(
p−1∏
r=q+1

er,k

)
vq

)
.

Re-introduce more general Oj and Pθ,j to (20). Abbreviate θp,k(wp) to θp,k,
and let eθ,r,k := θr,k + θ∗r,k + 1. Then

fj =
j∑
p=0

(
vp + op(wp) +

t−1∑
k=0

(
θp,k 0

0 θ∗p,k

)
k

Jk

p−1∑
q=0

(
p−1∏
r=q+1

eθ,r,k

)
vq

)
. (32)

(32) is simplified if, ∀j, k, w∗j,k = wj,k or w∗j,k = wj,k + 1:

• w∗j,k = wj,k: ej,k reduces to 1 and (32) becomes

fj =
j∑
p=0

(
vp + op(wp) +

t−1∑
k=0

θp,k

p−1∑
q=0

(cq,k + dq,k)

)
. (33)

• w∗j,k = wj,k + 1: ej,k reduces to 0 and 1 for 0 ≤ j < p and j = p,
respectively, so (32) becomes

fj = vj +
j∑
p=0

(
op(wp) +

t−1∑
k=0

θp,k(cp−1,k + dp−1,k) + cp−1,k

)
. (34)

♦ If condition X holds for one or more j, then vj becomes vγ,j , and

fj = vγ,j +
j∑
p=0

(
op(wp) +

t−1∑
k=0

θp,k(cγ,p−1,k + dγ,p−1,k) + cγ,p−1,k

)
.

(35)
where γj is the identity permutation ∀j where condition X does not hold.

Equation pairs (28) and (32), (29) and (33), (30) and (34), and (31) and (35),
are all equivalent. In subsections 6.3, 6.4, and 6.5, we assign these equations to
type-I, II, and III, as appropriate. To equate (29) with (33), observe that

vp−1(wp + s) = vp−1(s) +
t−1∑
k=0

wp,k(cp−1,k + dp−1,k).

To equate (30) with (34), observe that

vp−1(wp) =
t−1∑
k=0

wp,k(cp−1,k + dp−1,k) + cp−1,k.
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6.3 Type-I Boolean

From (5), the action of ‘∗’ on Cj,k(yj,k) = (−1)cj,k(uj,k) takes cj,k to c∗j,k =
cj,k(uj,k + 1). In general we cannot simplify (28) and (32) further but both
w∗j,k = wj,k and w∗j,k = wj,k + 1 could occur as special cases, in which case
(29) and (30) or (33) and (34) are the constructions, respectively. Moreover, if
condition X holds for one or more j, then one can further generalise (30) and (34)
to (31) and (35), respectively. The special case where cj,k = 0, dj,k = xj,k, ∀j, k,
allows for the application of (31) or (35) to generate the type-I complementary
set of size 2t first proposed in [9].

6.4 Type-II Boolean

From (5), the ‘∗’ has an identity action on Cj,k(yj,k) = (−1)cj,k(uj,k), so C∗j,k =
Cj,k and c∗j,k = cj,k. Similarly for dj,k. So w∗j,k = wj,k and (29) or (33) is the
construction.

6.5 Type-III Boolean

From (5), the action of ‘∗’ on Cj,k(yj,k) = (−1)cj,k(uj,k) takes cj,k to c∗j,k =
cj,k + lj,k, where lj,k = uj,k · 1 = xµj,k + xµj,k+1 + . . . + xµj,k+mj,k−1. Similarly
for dj,k. So wj,k = w∗j,k = cj,k + dj,k + lj,k, and (29) or (33) is the construction.
The only difference between types II and III is the definition of wj,k.

6.6 Comments on the closed-form Boolean expressions

The equivalent type-I expressions of (31) and (35) are also equivalent to that
previously stated in [16] and derived in [9], but the proof given here is more
concise, and demonstrating, via condition X, that both θ and γ permutations
are possible for type-I. We can characterise the Boolean λ-pairs, i.e. t = 1, as
follows. From (24), with t = 1, we obtain

f0,j = (cj + d∗j )(f0,j−1 + f1,j−1) + cj + f0,j−1,

f1,j = (c∗j + dj)(f0,j−1 + f1,j−1) + dj + f1,j−1,
(36)

where, for types I, II and III, c∗j = cj(uj + 1), c∗j = cj , and c∗j = cj + lj , re-
spectively, where lj = uj · 1. For type-IV in section 4, when Cj and Dj are both
eigenvectors (eigenarrays) of Myj , ∀j, then C∗j = Cj and D∗j = Dj , ∀j, which is
then the same as type-II. So one can, in that case, use the type-II pair construc-
tion. The papers [27,28] examine the Rayleigh quotient of 2× 2× . . .× 2 arrays
from the alphabet {1,−1}, being a special case of section 4, where M = H⊗m,
and H = 1√

2

(
1 1
1 −1

)
. The matrix H⊗m is the Walsh-Hadamard transform, and an
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eigenvector of H⊗m, with elements from {1,−1}, can be described by a Boolean
function, in which case it is called an (anti-)self-dual Boolean function. [28] gave
a secondary construction for a self-dual Boolean function in Theorem 4.9, and
that construction is the same as (36) in the type-II case, i.e. the construction
of theorem 4.9 of [28] is a special case of the complementary pair construction.
It was this observation, amongst others, that motivated the generalisations of
this paper. Closed-form Boolean function constructions for complementary sets
of types II and III have also been given in [26], that overlap with the functions
constructed by (29) and (33), but are not identical to them.
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