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Abstract— We study the communication primitive of broad-  transmitting node, then eollision occurs andv does not
casting (one-to-all communication) in known topology radd retrieve any message in this step.
networks, i.e., where for each primitive the schedule of = g 4y classical problems of information dissemina-

transmissions is precomputed based on full knowledge about . . .
the size and the topology of the network. We show that tion in computer networks are theroadcastingproblem

radio broadcasting can be completed inD + O(logn) time ~ @nd the gossipingproblem. The broadcasting problem
units in planar graphs of size n, and with diameter D.  requires distributing a particular message from a distin-
This improves the currently best known D+ O(log®n) time  guishedsourcenode to all other nodes in the network. In
schedule proposed by Elkin and Kortsarz in [16] [SODA'05], the gossiping problem, each nodein the network ini-

and 3D time schedule due to Gasieniec, Peleg and Xin in . - o
[23] [PODC'05]. In this paper, we also explore broadcasting tially holds a message:,,, and the aim is to distribute all
in radio networks in the presence of edge failures. messages to all nodes. For both problems, one generally
considers as the efficiency criterion the minimization of
the time needed to complete the task.

In the model considered here, the running time of a
communication schedule is determined by the number

|. INTRODUCTION of time steps required to complete the communication

We consider the following radio network model: an task. This means that we do not account for any internal

undirected connected gragh = (V, E), whereV rep- ~ computation within individual nodes. Moreover, no limit
resents the set of nodes of the network diiccontains is placed on the length of a message which one node can
unordered pairs of distinct nodes, such thatw) € E iff ~ transmit in one step. In particular, this assumption plays
the transmissions of nodecan directly reach node and ~ an important role in the case of the gossiping problem,
vice versa (the reachability of transmissions is assumewhere it is then assumed that in each step when a node
to be a symmetric relation). In this case, we say that th&ansmits, it transmits all the messages it has collected by
nodesv andw are neighbourdn G. Note that in a radio that time. (i.e., the ones received and its own one.)
network, a message transmitted by a node is always sent Our schemes rely on the assumption that the communi-
to all of its neighbors. cation algorithm can use complete information about the
The degreeof a nodew is its number of neighbours. Nnetwork topology. Such topology-based communication
We useA to denote thenaximum degreef the network, algorithms are useful whenever the underlying radio net-
i.e., the maximum degree of any node in the network. Th&vork has a fairly stable topology/infrastructure. As long
size of the networks the number of nodes = |V|. as no changes occur in the network topology during the
Communication in the network is synchronous and conexecution of the algorithm, the tasks of broadcasting and
sists of a sequence of communication steps. In each ste@@ssiping will be completed successfully. In this paper,
a nodewv either transmits or listens. i transmits, then We also consider reliability issues. Furthermore, we show
the transmitted message reaches each of its neighbouhét it is possible to increase the level of fault-tolerance
by the end of this step. However, a nodeadjacent to in our algorithms, at the expense of some small extra
v successfully receives this message iff in this steps ~ time consumption to deal with a limited number of edge
listening andv is the only transmitting node amongs  failures. We defer this issue to Section IIl.
neighbors. If nodew is adjacent to a transmitting node
but it is not listening, or it is adjacent to more than ONeA  our results

Index Terms— Broadcasting, centralized radio networks,
fault-tolerance, gossiping, planar graphs.
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the graphs with large diameter. In this paper, we alsand free trees. For general topology radio network a

propose @D+ O(log n)-time algorithm for fault-tolerant  O(nlog® n) gossiping scheme is provided and it is proved

radio broadcasting in planar graphs, in the presence of that there exists a radio network topology in which the

constant number of edge failures. gossiping (with unit size messages) requif&s: logn)
time. In [30], Manne, and Xin show the optimality of
this bound by providing arO(nlogn)-time gossiping

B. Related work schedule with unit size messages in any radio network.

The work on communication in known topology radio The first work on radio gossiping in known topology

networks was initiated in the context of the broadcastind"ﬂworlkS W'_th ?I’bltl’al’.ﬂ){ Iargehmgslsages IS [52]’ w?ere
problem. In [12], Chlamtac and Weinstein prove that the>¢ V€@l optimal gossiping schedules are shown for a

broadcasting task can be completed in tiGeD log? n) wide range _of radio network topologies. For arbitrary
for every n-vertex radio network of diameteD. An topology radio networks, aw(D + Alogn) schedule

Q(log?n) time lower bound was proved for the family Was 9iven by Gasieniec, Peleg, and Xin in [23]. Very

of graphs of radius 2 by Aloret al[1]. In [16], Elkin recently, Cicalese, Manne, and Xin [10] provided a new

and Kortsarz give an efficient deterministic construction(effiCientIy computable) deterministic schedule that uses
Qlosn__) time units to complete the gos-

of a broadcasting schedule of lengih + O(log" n) . D T Toga—loglogn) U -

together with aD + O(log® n) schedule for planar graphs. SIPING task in any radio network of maximum degree
Recently, Gasieniec, Peleg and Xin [23] showed that & = Q(logn). Later in [31], Maﬂggggnd Xin further
D + O(log®n) schedule exists for the broadcast task,MProve the gossiping time t0(D + 10gAC) in any radio
that works inany radio network. In the same paper, the Network of maximum degre& = Q(log== n), for any
authors also provide an optimal randomized broadcastin%‘])”s'[anb > 1, which is an optimal schedule in the sense
schedule of |engtm+0(log2 n) and a new broadcasting that there exists a radio network topology, specifically a
schedule using fewer thaD time slots on planar graphs. A-régular tree, in which the radio gossiping cannot be
Very recently, a24D + O(log?n) time deterministic completed in less thafd(D + ﬁ) units of time.
broadcasting schedule for any radio network was pro- SO far, the gossiping problem has mostly been stud-
posed by Kowalski and Pelc in [28]. This is asymptot-ied in the context of ad-hoc radio networks, where the
ically optimal unlessNP C BPTIM E(n®(eslogn))  topology of connections is unknown to the nodes. In this

[28]. Nonetheless, for larg®, a D + O( log®n ) time model, Chrobaket al. [7] proposed a fully distributed

broadcasting scheme outperforms the olﬁgeloi%”[zg], whiclfleterministic algorithm that completes the gossiping task
3/210g® n). For small values of the diameter

was proposed by Cicalese, Manne and Xin in [10] very reln time O(n*/" log™ : ete
cently. Efficient radio broadcasting algorithms for severa - the gossiping time was Iager improved by Gasieniec
special types of network topologies can be found in Diks2"d L'Q”QE}S (18] tOO_(”Dl/Q log”n). Another interesting
et al.[13]. For general networks, however, it is known that_O(”S/ )—tl_me algorithm, a tuned version of the gossip-
the computation of an optimal (radio) broadcast scheduléd algorithm frolrgl 3[7], can be found in [37]. A very
is NP-hard, even if the underlying graph is embedded ifecentO(n*/? log'"/ n)—time gossiping algorithm has
the plane [8], [34]. been proposed_b_y Gasieniec, R_admk, and Xin in [24]. A
Many authors also studied deterministic distributegStudy of deterministic gossiping in ad-hoc radio networks,
broadcasting in ad-hoc radio networks, in which everyVith messages of limited size, can be found in [17]. The
node knows only its own label, using the model of90SSIPINg problem imd-hocradio networks also attracted
directed graphs, see for instance [4]-[7], [9], [11], [14], Studies based on efficient randomized algorithms. In [7],

[26]. Increasingly faster broadcasting algorithms work-Chrobak et al. proposed afi(n log" n)-time gossiping

ing on arbitraryn-node (directed) radio networks were Procedure. This time was Iater2 reduced @gn log™ n)

constructed, the currently fastest being hénlog? D)-  [29], and very recently t@(nlog” n) [11].

time algorithm from [11]. (HereD is the diameter of the

network, i.e, the longest distance from the source to any |l. BROADCASTING IN PLANAR GRAPHS WITH

other node). On the other hand, in [9] a lower bound of KNOWN TOPOLOGY

Q(nlog D) on the time required to perform broadcasting |, this section we present the idea of a deterministic

was proved for directed-node networks of radiu®. algorithm that generates a schedule for completing the
Very few results [15], [25], [33] are known about radio proadcasting task in a planar graph in tier O(log n).

broadcasting in presence of node (edge) failures in conq,r schedule is based on the notion ofgathering
trast to plethora of papers on fault-tolerant communicatio spanning treeas given in [23].

in wired P2P networks (For a survey see [33]).

Radio gossiping in networks with known topology
was first studied in the context of radio communication
with messages of limited size, by Gasieniec and Potapov We first recall the following recursive ranking
in [21]. They also proposed several optimal or closeprocedure of nodes in a rooted tree (see [23]). Leaves
to optimal O(n)-time gossiping procedures for various have rankl. Next consider a node and the set) of
standard network topologies, including lines, rings, starits children and letr,,,,. be the maximum rank of the

A. Preliminaries
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nodes in@Q. If there is a unique node i of rank .. graph (in this case two consecutive BFS layers) in three

then set the rank of to r,,.., otherwise set the rank of time units. The solution is based on the use of 3hstep

U 10 Tyge + 1. subschedule Procedure PESee an example in Figure
2.) Note that during this process the source message

Lemma 1:The largest rank in a tree of size is m, received by a node € S;.; may be delivered by
bounded by[logn] (see [23]). some other nodes i, of GST rather than exactly by

its parent in the GST.

Given any graphG with source node, the nodes are
partitioned into consecutive layefs = {v | dist(s,v) =
i}, for i = 0,..,D where D is the diameter ofG. A
gathering spanning tree G®T G is a BFS spanning tree
T of G rooted ats, such thafl” is ranked as above and that &
also satisfies the following condition: every nodefin,
of ranks is at most adjacent to one nodelin also of rank
i, and thus if all the nodes of rarikin L; transmit at the
same time then the messages will be received by the nodes
in L;41 of ranki successfully without any collisions.

The following lemma was shown in [23].

@ : Node v transmits in the ith time slot.

Lemma 2:There exists a polynomial time construction Figure 2. An example of Procedure PB. (All solid black noded.i

of a GST in any grapld. will receive the source message from the white nodes jrafter three
time slots. Note that all white nodes have already receitedsburce

Figure 1 shows how a gathering spanning tree can bd"es2g¢ from in the previous time slot.)

constructed from a grapf.

%‘N B. Deterministic construction of & + O(logn) broad-

casting schedule

ONO) The deterministic algorithm uses the ranked gathering
® O® spanning tree GST, on this occasion rooted indbarce

@ @ O nodes. The algorithm usedast and slow transmissions
that partition the set of nodes to the sétsand .S, where
the broadcast message is disseminated from the doot
@ (using parent-child connections) towards the leaves of the
Original Graph Gathering—spanning—tree with ranks tree.

Let us start with an overview of the broadcast process
from the point of view of a copy of the message that
: . . was eventually received at some leabf the tree. Note

In the following We assume a ranké&STin G IVeN  that this message does not necessarily have to follow the
by the parent relation on each _nqde. For_ clarity Ofunique shortest path(a) leading from the root of the tree
presentation, we use the same definitions as in [23]. to a. In fact, there are many paths on which the message
could be forwarded. For the sake of the time complexity
analysis, however, we fix our attention on the path)
and argue about the potential progress of the message

- o X along this path.
Definition 4: the fast transmission setF;’ = {v | Conceptually, the path(a) is broken down into seg-
v € Ly N R; and parent(v) € R;}. We also define ments

P k — | [Fmaz f.
Fi= U 77 and F = Uiz B p(a) = (7 (a),pi(a),p5 (a),p5 (a),...,p; (a),p;(a)) ,

Definition 5: the slow transmission seF = {v | v € where eactp!’(a) is a segment consisting of fast trans-
Ly N R; and parent(v) € R;,j > i}. We also define mission edges (i.e., edges leading frgmrent(v) to v,
Si=Ur, Sk and$s = Uime= S;. both of the same rank) and eapfi(a) is a single edge

(u,w) wherew is a node on layet., for somek, w

Lemma 6:In a planar graph, all nodes in sét,; of is a node on layel;, andr ank(u) > r ank(w). We
a GST can receive the source message from their parentsfer to such edges:, w) as slow transmission edges (see
in L; of the GST in three time units. Figure 3 for an example). (Note that some of #f&(a)

segments may be empty.)
Proof. In [23], it states that all nodes in one partition Again, we stress that in reality, the message need
can be informed by another partition in a bipartite planamot follow this path. Nevertheless, we may consider the

Figure 1. Creating a gathering spanning tree.

Definition 3: the rank setsR; = {v | rank(v) = i},
wherel <i <1y, < [logn].
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Py (a) - P (b) BFS layer, the steps of the slow transmission procedure
»F(a) PB are performed in every 6th step of the broadcasting
5 schedule.
ps(a) Hence, suppose the broadcast message traversing to-
p¥(a) - pF(b) wards any destination in the tree has reached a node
p3(a) u of BFS layerL; on its pathp(a), such that the next
F edge(u,w) on the path is a slow transmission edge. It
p3 (a) is possible that neithet: nor any other neighbor ofy

on BFS layerL; participates in the current activation of

' N procedure PB orL; (possibly because neither of those
Figure 3. An example of the path partition. nodes had the message at the last time the procedure
was activated). Nevertheless, will participate in the
next activation of procedure PB on BFS laye, which

Hill be started within at most(1) time (namely, the
fime required for the current activation to terminate).
Moreover, it is guaranteed that by the time that activation
of procedure PB terminatesy will have the message
although it may get it from any of its neighbors i,

Ad not necessarily directly from). Hence this entire

“progress” of the message along this path, by measurin
the delay from the time the message is already availabl
at some node on the pathp(a) to the time the message
has already reached the following nodeon the path
(though not necessarily via a transmission fremHence
conceptually, the message progress can be viewed

gs;;?r;? tfgztpt?g?ﬂ (ggqgiiz:erer:jatg]sg ég'gﬁggi)nbe%zg os{age can be thought of as a slow transmission operation
9 9 on the edggu, w), taking a total of at mosf)(1) time

the same rank and slow transmission steps over edgest
. . Steps.
connecting higher ranked nodes to lower ranked nodes. In the view of these observations. the total time
Next we describe the schedule governing these tran?’equired for the broadcast message’ to reach a leaf
missions. During the broadcasting process the nodes in in the tree can be bounded as follows. L&k

the trie 1use ths f?rLIOV;IITg p?trterr]rll i(;fttrzant?mss(éor;s.idLer f1 < i < rme denote the length ofs” (a),
Tmes < [logn] be the largest ra € ree. LONslieliy e ith fast segment of the routp(a) used by the

a nodey of rank j, wherel < j < rma, on BFS layer broadcast message to reach Thus the time required

% WIt?haerThliISg(}etatlso é)rffor?r:kzi fzts:?;::rgtiszizialgﬁer for the broadcast message to reachis bounded by
i+l v P O(1)+ Dy +O0(1) + Dy + ... + O(1) + D,... <

time stepst satilsfymgt = i+6(.7a”““' — j) mod 6raa. D + O(logn) for the fast transmissions plus
Observe that in real terms, will perform such a fast , . 0(1) = O(logn) for the slow transmissions
transmission exactly once, on the first appropriate tim Erglléing a total of Dng Oflogn). Thus we have the’
slot after it receives the message for the first time. Thg/OIIOWing theorem gn-

slow transmissions on BFS laydr; are performed in '
timt? rsr;tepfs{[rsiti?nf)i/in?tnz i+?r’I:10dt?]' ’\:Ot? ﬂ;zt ttrf:is | WTheorem 7:There exists a deterministic polynomial
patiern of transmissions separates the fast a € S'%he algorithm that constructs, for any planar graph of

transmissions at any BFS layer by three units of time_; ; :
. sizen and diametelD, a broadcasting schedule of length
Thus there are no collisions between the fast and th " 9 9

D + O(logn).
slow transmissions at the same BFS layer. The pattern also +O(logn)

ensures that at any time step, transmissions are performed i
on BFS layers at distances that are multiples of 3 aparl: An example of the broadcasting schedule
Thus there will be no conflicts between transmissions In this section, we give an example for our broadcasting
coming from different BFS layers. schedule.

Note also that once the broadcast message arrives at
the first nodev of a fast segmenp!'(a) of the route (i) Construction of a gathering spanning tree. (See Figure
with a particular rankj, it may have to wait for at 4.)
most 6 (e.g. O(1)) time steps if the parent of in (i) The transmission pattern (fasts; slow: -%).
the GST has rankj + 1, otherwise it has to wait at
most 6(rank(parent(v)) — j), but then, when finally
transmitted to the next BFS layer, it will be forwarded @)

Steps Transmissions
1221331134

through the fast segmepf (a) without further delays. 15515617
Once reaching the end node of the fast segment (2) 3L | 4 ERD) I
p¥ (a), the message has to be transmitted from some nod(%) 12 118 I

onwu’'s BFS layer to the next node on p(a), which is of

f S S S
lower rank, using a slow transmissions mechanism pro 1852439410411

cedureP B which was discussed in Lemma 6. The slow(5) 8 3814 8> 15 | .
transmission mechanism is run repeatedly in a periodi¢6) 15 =21 ] 15— 22 || 18 — 23 ||
manner at every BFS layer of the tree. In particular, at any7) 24 %271 24 > 30 ||
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all detected information about edge failures from the
previous stage are collected at the source nodgnally,

in the BROADCAST stage, the combined information of
the source message, updated knowledge of the topology of
the network, and a fault-free broadcasting schedule which
computed ats is distributed to all nodes from.

Let ¢ denote the number of edge failures. We use the
notation Tp(n, D, ¢), Tc(n, D, c), and Ts(n, D, c), to
denote the number of rounds used by DETECTION,
CONVERGECAST, and BROADCAST respectively.

@ oo y:IDotv; 2 rank of v; It is then clear that our fault-tolerant broadcasting
protocol solves the broadcasting problem in time
Figure 4. Construct a gathering spanning tree from the original ~ Ip(n, D, c) + Tc(n, D, c) + T(n, D,c). We formulate

planar graph. this in the following result.

s s s Lemma 9:1f the protocols DETECTION, CON-
(8) 27 ;8 127 =33 [[ 30 = 36 || VERGECAST, and BROADCAST used in the fault-
9 14 =20 || tolerant broadcasting protocol complete their assigned
(10) 20 %26 || 20 528 || 7 13 I task, then the fault-tolerant broadcasting protocol com-

pletes the broadcasting task in timBEp(n,D,c) +

/ f f

30 % 35 ||
12) 19195

¥ ¥ C. The DETECTION stage
(13) 23 529 || 25 = 31 ||

During this stage, all fault edges that are used in the

f f
(14) 28 =34 || 31 = 37| fault-free broadcasting schedule in Section Il are marked.
All nodes first compute the rankeghthering spanning
[1l. FAULT-TOLERANT BROADCASTING treeGST rooted at. The communication process is now

In this section, we show how a fault-tolerant protocolSPplit into consecutive blocks of time units each. The
for the broadcasting task in any planar graph could bdirst 3 units of each block are used for fast transmissions
achieved in time2D + O(logn). This has almost same from the setF, and the remaining 3 units are reserved

time complexity as the fault-free broadcasting scheduldor slow transmissions from the s&t We use 3 units
we proposed in the previous section. of time for each type of transmission in order to prevent

collisions between neighbouring BFS layers, which is the
same approach as in [10], [23], [30].
A. The model Recall that we can inform all children of the nodes in
We now assume that all nodes have distinct identitiesg* in ST within 3 time units due to Lemma 6.
the network. The network now contains a constant numb&iumper of a stepl < s(v) < 3 in which nodev can
of edge failures but the nodes do not know which edgegansmit without interruption from other nodessij also
are at fault. Furthermore, we assume that there are ng |ayer k. Let v be a node with rank in the GST.
further edge failures during the execution of our fault-  pepending on ifv belongs to the seF, or to the set
tolerant algorithm. To make the broadcasting problemg it will transmit in the time blockt(v) given by:
feasible, we have to assume that the fault edges would
not disconnect the graph. 3-(j—-1)+1 if ve F
Under these assumptions, the following lemma holds. t(v) = 3-(j—1)+sv) ifves

Lemma 8:Let D and D’ denote the diameters of Ve observe that any nodeat layerk in the GST is
original graph and the fault-tolerant graph respectivelyreauired to wait at mosb(logn) time units to transmit.
thenD' = D + O(1). Further, due to _the properties of thesST anq Lemma
6, any nodew will wait for at mostO(logn) time units
) to receive the message successfully from their parents
B. The broadcasting protocol in the fault-freeGST. Also note thatw will know the
Our fault-tolerant broadcasting protocol consists ofexact time when it is supposed to receive the message.
three consecutive and disjoint stages labeled DETECFurthermore, if the message failed to get to the node
TION, CONVERGECAST, and BROADCAST respec- w from its parentv by the scheduled time, themn will
tively. In the DETECTION stage, all the fault edges response to report this failure to the source nedie the
that are used in the fault-free broadcasting schedule IRONVERGECAST stage. We call such a node as a
Section Il are detected. In the CONVERGECAST stagegcorresponding node. Moreover, the above definition of
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t(v) results in the following lemma. in which each transmission from the participating nodes in
L is alternated with an acknowledgement message coming
Lemma 10:All edge failures in theGST can be de- from the parent node. € U. If during the execution
tected by the corresponding nodes in tiM@og n). Thus  of S(c) a transmission fromv towards« is success-

Tp(n,D,c) = O(logn). ful, i.e., one ofu neighbors succeeds in delivering its
message, the acknowledgement issued. land returned
D. The CONVERGECAST stage to v confirms the successful transmission; otherwise the

acknowledgement is null. Le§(c) be the mechanism
with this acknowledgement feature added $dc). In
Bther words, the use db(c) allows us to exclude all
nodes inL that have managed to deliver their message
to their parent inU during the execution o8(c) from

curs in radio communication is the presence of collisions o : :
further t . Note that the durat t
It has been shown before, see, e.qg., [7], [9], [20], [24],3261;7;)6{”536?;'5[?']0”5 ote that the durationSik) is

that the most efficient tools designed for collision reso- Let S*(i) be the communication mechanism based

lution are based on combinatorial structures possessinoqn the concatenation (superposition) of selectors
a selectivity propertyWe say that a seR hits a setZ S(21), S(2-1),..., S(21). We call this a descending

on elementz, if RN Z = {2}, and a family of sets o, W "0 descending selector extended by the

F hits a setZ on elementz, if RN Z = {z} for at . . .

least oneR € F. In [9] a family of subsets of the acknowledgement mechanism, i.e., the concate_nayon of
' S(2%),8(2¢7°Y),...,S(21), forms a promoterand it is

set{0,1,...,N — 1} = [N] is defined that hits each . . el
subset of[N] of size at mostt < N on all of its k g?gifgi)bys (c). Note that the duration o8"(c) is

elements. This family of subsets is referred to as being
strongly k—selective It is also shown that there exists
such a family of sizeD(k? log N) = O(k*logn), which

is also referred to as a strong—selector. The work
presented in [7] defines a family of subsets of the se
{0,1,..., N — 1} = [N] that hits each subset ¢N] of
size at most: on at leastk/2 distinct elements, where _ ) i )
N > k > 1. This family is referred to as &—selector Proof. The proof is done by induction, and is based

and such a family of siz&(klog N) = O(klogn) is " the fact that after the execution of ea8te’), for
shown to exist. j = [logc],...,1, the number of competing nodes In

: i—1
In the following we show how to cope with collisions S Pounded by’

that occur during the competition process through the use . )
of selective families and selectors. We run thedescending selectar times to guarantee

2) Promoting messages in bipartite graphéssume that each corresponding_nodeﬂmill_chooseafault-free
that we have a connected bipartite grdpin which nodes ~Parentu € U properly, if there exists such a. Note
are partitioned into two se and L. While, in general, that a corresponding node will propose a new potential
nodes inU and L are aware of the presence of each other,pare”t node if it failed to get one in previous rounds.
we assume here that each nade L is associated with
exactly one of its neighbors € U (labeled as thgarent ~ Corollary 12: Al messages from at mostc
of v) and that this relation is known to both of them. Notecorresponding nodes can be collected from one
that a node i/ can be the parent of several nodesin partition of a bipartite graph to another partition in time
Due to the edge failures observed by the corresponding (¢’ logn), if there exists at least one fault-free edge
nodes, the corresponding nodesiimust to choose a new Peétween the node < U and each corresponding node
parent inU. In what follows we show how to move at N L-
mostc messages which indicated the edge failures that are
available at the corresponding nodesigfto the parent In the case that there does not exist any fault-free edge
nodes inU in time O(clogn), if the edge between a between a corresponding noden L and any node: €
corresponding node and the parent chose is fault-free, U, the nodev arbitrarily picks one of its neighboring
where the constant is upper bound of the edge failures nNodes in the highest BFS layer as it parent. Due to Lemma
in the network. 8, the time complexity will be same as for the former case.

It is known that a communication mechanism based offfom now on, we only analyse the former case.
the selector idea allows a fraction (e.g., a half) of the  3) 1-reduction approach in bipartite graphsthe 1-
competing nodes il to deliver their messages to their reduction approach is used to collect all the messages
parents inU in time O(clogn) [7]. Let S(c) represent from the ¢ corresponding nodes if to at mostc — 1
the collision resolution mechanism based on selectorgiodes inU, when the collision occurs.

Note thatS(c), if applied in undirected networks, can be When each corresponding nodec L promots the
supported by amcknowledgement of deliverpechanism message to its parent € U, this relation is known to

In this stage, all information computed from previous
stage related to the edge failures will be collected at th
source node.

1) Resolving competitionThe main difficulty that oc-

Lemma 11:The message from a corresponding node
v from one partition of a bipartite graph can be sent to
'&ts parentu in another partition in time(clogn), if the
edge(v, u) is fault-free.
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both of them. Furthermore, eache L is associated with schedule. This can be achieved in tinie+ O(logn)
exactly one node: € U. This also means that the edge due to Theorem 7.
between a corresponding nodend its parent is fault-
free. In thel-reduction approach, we will use these fault- Lemma 16:Tg(n,D,c¢) = D + O(logn).
free edges for communication.

Our 1-reduction approach consists of three consecutive Combining Lemma 9, Lemma 10, Corollary 15, and
phases. The first phase is to inform the correspondingemma 16, we get the desired result.
nodes about the fault-free edges between it and other
parent nodes. This could be done by runningteong Theorem 17:The fault-tolerant broadcasting problem
selector(of size O(c? logn)) on the parent nodes. In the with constant number of edge failures for any planar graph
second phase, a corresponding nodegill choose a new of size n and diameterD, can be solved in timeD +
parentu such that(v,u) is a fault-free edge, and the O(logn).
identity of u is smaller than its current parent, wherés
a parent node for other corresponding nodes. This can be IV. CONCLUSION
performed by execution of descending selecttw inform
the new parent of. It is clear that there exists at least one
parent nodes with two children from the correspondin
nodes. The third phase is to withdraw the relationshi
between the corresponding nodand its previous parent.
Similarly, it could be also achieved by execution of a
descending selector

Due to Lemma 11 and the properties of throng
selectorwe employed, the following lemma holds.

We have proposed an efficient (polynomial time) con-
struction of a deterministic schedule that performs radio
goroadcasting in timeD + O(logn) in planar graphs of
psizen, and with diameteD. The evident open problem is
whether there exists a deterministic broadcasting sckedul
of time D+ O(1) for planar graphs. In this paper, we also
considered reliability issues. Fault-tolerant broadogst
with a large number of edge failures is left as an intriguing
open problem.

Lemma 13:After one execution of thel-reduction
approach at least two messages from competing nodes
will be grouped together by one of their parents in time [1] N. Alon, A. Bar-Noy, N. Linial, and D. Peleg. A lower
0(02 logn), wherec is the upper bound of the number bound for radio broadcasf. Computer and System Sci-

. . ences43, (1991), 290 - 298.
of edge failures in the network. [2] S. Banerjee, and S. Khuller, A Clustering Scheme for

Hierarchical Control in Multi-hop Wireless Networks, In

REFERENCES

In our further considerations, the sdis and L will Proc. INFOCOM 2001 pp 1028-1037.
correspond to two adjacent BFS levels, upper and lower[3] R. Bar-Yehuda, O. Goldreich, and A. Itai, On the time
respectively, in a gathering spanning treecaf complexity of broadcast in multi-hop radio networks: An
' . . _ exponential gap between determinism and randomization,
The messages from the corresponding nodes W!|! pro Journal of Computer and System Sciends (1992), pp.
mot to the source nodealong the path on the modified 104—126.
gathering spanning tree using the fault-free edges layen4] D. Bruschi, and M. Del Pinto, Lower bounds for the
by layer from bottom to top. broadca_st problem in mobile radio networks, Distributed
We observe that any corresponding nodein the [5] goghﬁggﬂg ioélaz?ggielczilg%bons A. Pelc, and W.-Ryt
mod|f|gd GST reqU|re§ at mog? + O(1) C:OII|S|on-free tér, Determ’ini.stic broadcélsting in unkhoWn raélio netWorks
transmlssang: executions of thel-reductlon_approach Distributed Computing 15 (2002), 27-38.
to deliver its message to the source neddhis results  [6] B. Chlebus, L. Gasieniec, A. Ostlin, and M. Robson,
in the following lemma. Deterministic Radio Broadcasting, Praéth Int. Colloq.
on Automata, Languages and Programmi@ALP’00, pp
717-728.

Lemma 14:All messages ab_ou_t the edge f2a|Iures can [7] M. Chrobak, L. Gasieniec, and W. Rytter, Fast Broad-
be collected at the source nodén time D+ O(c logn). casting and Gossiping in Radio Networkdpurnal of
Algorithms 43(2), 2002, pp. 177-189.
Corollary 15: T¢(n, D,c¢) = D 4+ O(c?logn) = D + [8] I. Chlamtac and S. Kutten. On broadcasting in radio
O(logn). networks-problem analysis and protocol desidBEE
Trans. on Communication33, (1985), pp. 1240-1246.
[9] A.E.F. Clementi, A. Monti, and R. Silvestri, Selectivenfi-

E. The BROADCAST stage ilies, superimposed codes, and broadcasting on unknown
When th de h ived all inf fi radio networks, Proc. 12th Ann. ACM-SIAM Symposium
en the source node has received all information on Discrete Algorithms (SODA'2001), 709-718.

about the edge failures; could update the knowledge [10] F. Cicalese, F. Manne, and Q. Xin. Faster CentralizethCo
of the topology of the network, and compute a fault-free munication in Radio NetworksProc. 17th International
broadcasting schedule. Finally, the compound message of Symspgoslgdfg on Algorithms and ComputafiaNCS 4288,

i i pp. -348.
the source message, the updated t0p0|09.y information 111] A. Czumaj and W. Rytter, Broadcasting algorithms inicad
the network, and the fault-free broadcasting schedule i networks with unknown topology, Proc. 44th Ann. Symp.
broadcast by the source noddo the other nodes in the on Foundations of Computer Science, (FOCS’2003), 492-

network according to the offline fault-free broadcasting 501.

© 2008 ACADEMY PUBLISHER



JOURNAL OF NETWORKS, VOL. 3, NO. 2, FEBRUARY 2008

[12] I. Chlamtac and O. Weinstein. The wave expansion ap{33] A. Pelc. Fault-tolerant broadcasting and gossipingdm-

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

[31]

[32]

proach to broadcasting in multihop radio networkSEE
Trans. on Communicatior39, (1991), pp. 426-433.

K. Diks, E. Kranakis, D. Krizanc, and A. Pelc. The
impact of information on broadcasting time in linear radio
networks.Theoretical Computer Scienc287, (2002), pp.
449-471.

G. De Marco and A. Pelc, Faster broadcasting in unknown
radio networks, Information Processing Letters 79 (2001),
53-56.

Y. Desmedt, Y. Wang, R. Safavi-Naini, and H. Wang. Ra-
dio Networks with Reliable Communicatiod1th Annual

International Conference on Computing and Combinatoric[37]

COCOON'05: 156-166.
M. Elkin and G. Kortsarz. Improved broadcast schedate f

munication networksNetworks 28(3): 143-156 (1996).

[34] A. Sen and M.L. Huson. A new model for scheduling

packet radio networksProc. 15th Joint Conf. of IEEE
Computer and Communication Societié996, pp. 1116-
1124,

[35] A.N. Strahler. Hypsometric (area-altitude) analysisro-

sional topology.Bull. Geol. Soc. Amer.63, (1952), pp.
117-1142.

] X.G. Viennot. A Strahler bijection between Dyck paths

and planar treesDiscrete Mathematic246, (2002), pp.
317-329.

Y. Xu, An O(n'®) deterministic gossiping algorithm for
radio networks Algorithmicag 36(1):93—-96, 2003.

radio networksProc. 16th ACM-SIAM Symp. on Discrete Fredrik Manne obtained his Ph.D from the University

Algorithms SODA 2005, pp. 222-231.
M. Christersson, L. Gasieniec, and A. Lingas, Gosgjpi
with bounded size messages in ad-hoc radio networks

t

of Bergen, Norway. Currently, he is a professor in
he Department of Informatics at the University of

29th International Colloquium on Automata, LanguagesBergen. His main interests are in parallel and distributed

and ProgrammingiCALP’02, pp. 377-389.
L. Gasieniec and A. Lingas, On adaptive deterministic

computing.

gossiping in ad hoc radio networkisformation Processing  Qin Xin graduated with his Ph.D from the University of

Letters2(83), 2002, pp. 89-94.

I. Gaber and Y. Mansour. Broadcast in radio networks.
Proc. 6th ACM-SIAM Symp. on Discrete Algorithrh§95,
pp. 577-585.

L. Gasieniec, E. Kranakis, A. Pelc, and Q. Xin. Detarmi
istic M2M multicast in radio networksProc. 31st ICALP
2004, LNCS 3142, pp. 670-682.

L. Gasieniec and |. Potapov, Gossiping with unit mgsesa
in known radio networksProc. 2nd IFIP Int. Conference
on Theoretical Computer Scienc2002, pp. 193-205.

L. Gasieniec, |. Potapov, and Q. Xin. Efficient gossgin
known radio networksProc. 11th SIROCC(®004, LNCS
3104, pp. 173-184.

L. Gasieniec, D. Peleg, and Q. Xin. Faster communicati
in known topology radio networksProc. 24th Annual
ACM SIGACT-SIGOPS POD(2005, pp. 129-137.

L. Gasieniec, T. Radzik, and Q. Xin. Faster deterntiois
gossiping in ad-hoc radio networkBroc. 9th Scandinavian
Workshop on Algorithm Theory2004, LNCS 3111, pp.
397-407.

E. Kranakis, D. Krizanc, and A. Pelc. Fault-Tolerant
Broadcasting in Radio Networkd. Algorithms 39(1): 47-
67 (2001).

D. Kowalski and A. Pelc, Faster deterministic broadices

in ad hoc radio networks, Proc. 20th Ann. Symp. on Theor.
Aspects of Comp. Sci. (STACS’2003), LNCS 2607, 109-
120.

D. Kowalski and A. Pelc, Broadcasting in undirected ad
hoc radio networks, In Pro22nd ACM Symposium on
Principles of Distributed Computing®ODC’'03, pp 73-82.
D. Kowalski and A. Pelc. Optimal deterministic broad-
casting in known topology radio network®istributed
Computing 19(3): 185-195 (2007).

D. Liu and M. Prabhakaran, On Randomized Broadcasting
and Gossiping in Radio Networks, Pro8th Annual In-
ternational Conference on Computing and Combinatprics
COCOON'02, pp 340-349.

F. Manne and Q. Xin. Optimal gossiping with unit size
messages in known radio network®roc. 3rd Workshop
on Combinatorial and Algorithmic Aspects of Networking
LNCS 4235, pp. 125-134.

F. Manne and Q. Xin. Optimal centralized gossiping in
radio networks. Manuscript, 2007.

P.J. Slater, E.J.Cockayne, and S.T. Hedetniemi, inéor
tion Dissemination in TreesSIAM Journal on Computing
vol. 10, pp. 892-701, 1981.

© 2008 ACADEMY PUBLISHER

Liverpool in December, 2004. Currently, he is working
as a postdoc at Simula Research Laboratory, Norway.
Prior to joining Simula, he spent two years for the
postdoc position at University of Bergen, Norway. His
main research focus is on algorithms for various problems
related to wireless communication networks.



Copyright of Journal of Networks is the property of Academy Publisher and its content may not
be copied or emailed to multiple sites or posted to a listserv without the copyright holder's
express written permission. However, users may print, download, or email articles for individual
use.



