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Abstract

We apply Munthe-Kaas and Crouch-Grossman methods in the solution of some mechanical
problems. These methods are quite new, and they exploit intrinsic properties of the manifolds
defined by the mechanicalproblems, thus ensuring that the numerical solution obey underlying
constraints. A brief introduction to the methods are presented, and numerical simulations show
some of the properties they possess. We also discuss error estimation and stepsize selection for
some of these methods.
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1 Introduction

During the past decade there has been an increasing interest in studying numerical methods that
preserve certain properties of some differential equations. The reason is that some physical sys-
tems possess conserved quantities, and that the solutions of the governing equations of the sys-
tems also should contain these invariants. Typical examples are the symplectic structure in a Ha-
miltonian system, the energy in a conservative mechanical system and the angular momentum of
a rotating rigid body in space. Classical numerical methods normally fail to preserve such as the
above mentioned quantities (see e.g. [7]).

We view the constraints or invariants as a manifold embedded in some Euclidean space, on which
the numerical solution should evolve. The numerical methods we use in this work are constructed
so that the computed solution stays on the manifold, and the numerical error will only result in
error on the manifold. Hence, the numerical solution will obey the underlying constraint. Due
to physical understanding of many problems, this manifold is often known in advance. The in-
tegration methods are constructed to use this knowledge to integrate exactly with respect to the
constraints.
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In computationalmechanics, numerical integration of ordinary differential equations on Lie groups
(continuous groups that are also manifolds, e.g. the configuration space of a rigid body) is of inter-
est and has been investigated by e.g. Simo and Wong [15]. In this work we consider two essentially
different approaches as introduced by Crouch and Grossman in [3] and Munthe-Kaas in [9, 11].
These methods may in particular be implemented for Lie groups. In Euclidean space, both types
of methods coincide with the traditional Runge-Kutta formulation.

We present somenumerical experiments showing the qualitative behavior of the new methods. To
demonstrate how they work, we compare with the well known classical integrators of Newmark
and Runge-Kutta type.

2 The Numerical Methods

The numerical methods used in this paper include classical Runge-Kutta, Newmark, Crouch-Gross-
man, and Munthe-Kaas methods. In this section we briefly explain how these methods integrate
a system of ordinary differential equations. A geometric interpretation of the methods is given
in [8].

It will be seen that the numerical methods are fundamentally different. Classical methods are con-
structed to work in vector spaces, e.g.Rn. The two other classes of methods work on more general
geometric objects called manifolds. In particular they work on Lie groups. The problems solved in
this paper are formulated on Lie groups.

In general we may view a manifold as embedded in a higher dimensional Euclidean space, RN.
We may therefore apply the classical methods to a rewritten version of the Lie group formulation.

2.1 Runge-Kutta Methods

Classical, s-stage, Runge-Kutta methods for solving the first order initial value problem

y0(t) = f(t; y); y(t0) = y0; (1)

on the interval [tn; tn + h], are traditionally written as

ki = f

0
@tn + cih; yn + h

sX
j=1

aijkj

1
A ; i = 1; : : : ; s;

yn+1 = yn + h

sX
i=1

biki;

where yn and yn+1 are approximations to y(tn) and y(tn+1), respectively. The coefficients of a
method are normally specified in a Butcher tableau:

c1 a11 a12 � � � a1s
c2 a21 a22 � � � a2s
...

...
. . . . . .

...
cs as1 � � � as;s�1 ass

b1 � � � bs�1 bs

=
c A

bT
:

In this paper we only consider explicit and diagonal implicit methods, i.e. methods for which aij =

0when i � j and i < j, respectively. In the explicit case, each stage, ki, depends only on previously
computed stages kj, j < i. With diagonal implicit methods we need to solve a system of equations
in each stage. Runge-Kutta methods are extensively studied in e.g. [2, 5].
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2.2 Crouch-Grossman Methods

The Crouch-Grossman methods were introduced in [3]. The methodsare based upon the existence
of a frame on a differentiable manifold,M, with tangent space TMp, p 2 M, and tangent bundle
TM defined as TM =

S
p2M TMp. A vector field onM is a section of TM,

F : M ! TM
p 7! v(p); v(p) 2 TMp:

The frame is a set of smooth vector fields E1; : : : ; Ed, which at each point p 2M span the tangent
space TMjp. A vector field relative to this frame may be written as

F (y) =

dX
i=1

fi(y)Ei;

where fi : M ! Rare smooth functions. Ordinary differential equations on M may be written
as

y0 = F (y) =

dX
i=1

fi(y)Ei: (2)

The initial value problem is given by (2) together with y(0) = p0 2M.

Vector fields of this kind with coefficients frozen at a point p 2M are denoted by

Fp =

dX
i=1

fi(p)Ei;

and the Crouch-Grossman methods integrate using such frozen vector fields onM.

Algorithm 2.1 (Crouch-Grossman Methods)

p = yk

Yr = exp(har;sFYs) � exp(har;s�1FYs�1) � � � � � exp(har;1FY1)(p); r = 1; : : : ; s

yk+1 = exp(hbsFYs) � exp(hbs�1FYs�1) � � � � � exp(hb1FY1)(p);

where the exponentiation of a vector field denotes its flow. We picture the coefficients ai;j and bi in a tableau
similar to the Butcher tableau of classical Runge-Kutta methods.

Algorithm 2.1 specifies a general, implicit method. In this paper we consider, as for classical Runge-
Kutta methods, only explicit and diagonal implicit methods. When integrating with an implicit
Crouch-Grossman method, we need to solve a system of nonlinear algebraic equations. This may,
for Lie groups, be accomplished by implementationof the generalized Newton method developed
by Owren and Welfert [14].

Because of the special construction of the Crouch-Grossman methods, we need to impose a num-
ber of extra order conditions in addition to the classical ones. Therefore, the coefficients of a Crouch-
Grossman method of order q also generates an order q method when implemented in the classical
Runge-Kutta setting. The converse is of course not true. In [3], Crouch and Grossman develop the
algorithm and construct methods of order three. Owren and Marthinsen [12] develop a systematic
order theory and present a fourth order method with s = 5 stages.

2.3 Munthe-Kaas Methods

Munthe-Kaas methods are described in [10, 9, 11]. Assume that the manifold M is a matrix Lie
group G acting on itself by left multiplication [10]. We define a Lie algebra action � : g�M!M

3



by
�(u; p) = exp(u) � p;

where exp(u) is the matrix exponential and � denotes matrix multiplication. Then problem (2)
takes the form

y0 = f(y) � y; y 2 G; f : G! g:

In this case the Munthe-Kaas method is defined as follows.

Algorithm 2.2 (Munthe-Kaas Methods)

y0 = p

for i = 1; 2; : : : ; s

ui = h
Ps

j=1 aij
~kj

ki = f (cih; �(ui; y0))
~ki = dexpinv(ui; ki; q)

end
v = h

Ps
j=1 bj

~kj
y1 = �(v; y0)

where the coefficients are given by the qth order classical Runge-Kutta method’s Butcher tableau [5], and
the dexpinv function is defined by

dexpinv(u; v; q) = v � 1

2
[u; v] +

q�1X
k=2

Bk

k!

kz }| {
[u; [u; [: : : ; [u; v]]];

where [ ; ] is the matrix commutator and Bk is the kth Bernoulli number.

The matrix commutator is defined by [A;B] = AB �BA when A and B are matrices.

The Munthe-Kaas methods actually implement classical Runge-Kutta methods on a transformed
problem. Therefore, as long as the transformation is done with sufficient order of accuracy, the
coefficients of classical order q methods also give rise to order q methods of Munthe-Kaas type.

2.4 Newmark Methods

The Hilber-Hughes-Taylor method [6] may be used for solving the linearized version of the initial
value problem

bf (t; y; y0; y00) = y00 � g(t; y; y0) = 0; y(t0) = y0; y0(t0) = y00: (3)

The linearized version of (3) may be written as

My00 +Cy0 +Ky = F (t); y(t0) = y0; y0(t0) = y00;

where

M =
@ bf
@y00

; C =
@ bf
@y0

and K =
@ bf
@y

are m � m matrices and M is non-singular. The Hilber-Hughes-Taylor method consists of com-
puting

dn+1 = dn + hvn + h2
��

1

2
� �

�
an + �an+1

�
vn+1 = vn + h [(1� ) an + an+1]
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where an+1 is found by solving

Man+1 +C [(1 + �)vn+1 � �vn] +K [(1 + �)dn+1 � �dn] = F (tn+1 + �h):

Here, dn and vn are approximations to y(tn) and y0(tn), respectively. The classical Newmark me-
thod is obtained with� = 0, and with the coefficients � = 1=4 and  = 1=2 the Newmark method
is actually the traditional trapezoidal rule. This is the only second order Newmark method. An
analysis of certain properties of Newmark methods and a family of Runge-Kutta methods is per-
formed in [13].

Note that (3) may be written as a first order system (1), and the Runge-Kutta method is applicable
also for second order initial value problems. Solution of (3) by Runge-Kutta-Nyström methods is
discussed in [5].

3 Error Estimation and Stepsize Selection Strategies

We would like to construct a stepsize selection strategy for the Crouch-Grossman and Munthe-
Kaas methods. As for classical Runge-Kutta methods, we consider embedded methods that pro-
vide an extra set of weights,bb, that advances the solution from tk to tk+1:

yk+1 = ehbsF
s

p � � � � � ehb1F1

p p and byk+1 = eh
bbsF

s

p � � � � � ehbb1F1

p p;

in the case of Crouch-Grossman methods, and

v = h
Ps

j=1 bj
~kj

yk+1 = �(v; yk)
and bv = h

Ps
j=1

bbj~kjbyk+1 = �(bv; yk)
in the case of Munthe-Kaas methods. The weights b and bb are chosen so that yk+1 and byk+1 corre-
spond to methods of order p and p+ 1, respectively.

Consider first Crouch-Grossman methods. Since we work on general manifolds, we can not talk
about a distance in the classical sense, e.g. kyk+1�byk+1k, since addition is not a defined operation.
Instead we now compute uk+1 2 g such that

y�1k+1byk+1 = exp(uk+1)

and define the distance between yk+1 and byk+1 as

bek+1 = kuk+1k:

We have now defined the distance between two elements on the manifold through an element in
the Lie algebra (cf. [14]), where we may define a norm.

The Munthe-Kaas methods make linear combinations in the Lie algebra, and we easily obtain an
error estimate through bek+1 = kv � bvk:
We assume local extrapolation.

In order to achieve the local error estimate rk+1 = ", the next stepsize hk+1 is chosen as follows.
Compute first

bhk+1 = �

�
"

rk

�1=(p+1)

hk;

where p is the order of the lower order approximation scheme, rk = bek (see e.g. [4]), and � is a
“pessimist factor”. It may typically be between 0:8 and 0:9, but is heuristically determined. In
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order to prevent rapid oscillations of the stepsize, it is common to restrict how much the stepsize
is allowed to change from one step to another. One typically uses the strategy

hk+1 = min
�
hmax;max

�
�smallhk;min

�
�largehk;bhk+1��� ;

where hmax is the maximum allowed stepsize, and �small and �large are two constants (typically
0:5 and 2:0, respectively).

If the local error exceeds the tolerance by a factor more than �accept, which again is a constant
chosen by the user (typically 1:2), then we should reject the step and retry with a smaller stepsize
hk+1. This algorithm should proceed until the local error estimate satisfies

bek+1 � �accept":

4 Numerical Simulations

0

1
2

1
2

1
2

0 1
2

1 0 0 1

1
6

2
6

2
6

1
6

RK4

0

3
4

3
4

17
24

119
216

17
108

13
51

�2
3

24
17

CG3

1 1

5
8

�3
8

1

23
48

�125
432

� 25
108

1

31
75

�4
3

48
25

ICG3

The numerical simulations are performed with methods of the classes described in Section 2. Let
the methods be defined as follows:

RK4: a classical Runge-Kutta method defined by the Butcher tableau RK4

CG3: a third order Crouch-Grossman method defined by the Butcher tableau CG3

ICG3: a third order semi-implicit Crouch-Grossman method defined by the Butcher tableau ICG3

MK4: a fourth order Munthe-Kaas method defined by the same Butcher tableau as method RK4.

N: a Newmark method with � = 0, � = 1=4 and  = 1=2.

We have implemented the stepsize selection strategy presented in the previous section on the
humming top test problem. The Crouch-Grossman method defined by the Butcher tableau

c A

bTbbT

0 0

3
4

3
4

17
24

119
216

17
108

3
4

31
4

�15
2

13
51

�2
3

24
17

(4)

is of order 2(3), and it will in the following be denoted by CG2(3). In accordance with standard
notation, we extend the Butcher tableau with an extra row for the sake of error estimation. To the
end of this work, the b and bb weights give rise to methods of order p and p+ 1, respectively.

We have also tested the fourth order scheme presented in [12] together with the scheme CG3. This
method will be called CG3(4).

As a reference solution (the “correct” solution) we use the output from Matlab routine ode45with
tolerance 10�14. The codes ODE23 and ODE45 are Matlab routines with the same name.
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4.1 The Humming Top

GlobalLocal B(t)
ω

f

Ω
C

Q q

cθ

Figure 1: A schematic picture of the humming top in local and global coordinates.

The humming top is modeled on the Lie group G = SO(3) � so(3), and we therefore denote an
element in the group by the pair (B(t); !(t)) (see Figure 1). The differential equation describing
the motion of the top is given by y0 = F (y)y, where y is the pair (B(t); !(t)) and F : G! g, where
g = so(3)� so(3) is the Lie algebra of G.

There is a one to one correspondence between the three-vectors in space and the skew-symmetric
three by three matrices, in the following manner

~! =

2
4 !1

!2
!3

3
5$

2
4 0 �!3 !2

!3 0 �!1
�!2 !1 0

3
5 = !: (5)

In the following derivations of the governing equations we suppress time dependence. We also let
prime (0) denote derivation with respect to time. First, we find the expression for B0: The position
of the point ~Q is in global coordinates given by ~q = B~Q. Therefore

~q 0 = B0 ~Q:

We also have that
~q 0 = ~! � ~q = !~q = !B ~Q;

and thus it follows that
B0 = !B:

Second, we find the expression for !0: The angular momentum around ~! is given by the well-
known relationship

~L = I~! , ~! = I�1~L;

where Iis the inertial tensor of the humming top. The time derivative of ~! is

~!0 = (I�1)0~L+ I�1~L0

= (I�1)0~L+ I�1 ~M;

where we have used that the derivative of the angular momentum, ~L0, is equal to the torque, ~M .
In local coordinates,

~L0 = I0~
:

Therefore,
~L = B~L0 = BI0B

�1~!;

7



and it follows that I = BI0B
�1 = BI0B

T since B is orthogonal. The time derivative of I�1 is
given by

(I�1)0 =
�
BI�10 B�1

�
0

= B0I�10 BT + BI�10 BT 0

= !BI�10 BT +BI�10 (!B)T

= !I�1+BI�10 BT!T

= !I�1+ I�1(�!)
=

�
!;I�1

�
;

where we have used the matrix commutator notation [ ; ].

We finally arrive at the following expression for the derivative of the angular momentum:

~!0(t) = [!(t);I�1(t)]~L(t) + I�1(t) ~M; (6)

where I�1(t) = B(t)I�10 B�1(t) and ~M = m~c� ~f . Here, ~c is the centroid vector and ~f is the vector
of gravity.

This can further be recognized as an obscure version of the Euler equations. Consider the follow-
ing steps, starting with (6):

I
�1 ~M = ~!0 + [I�1; !]~L

~M = I~!0+ I[I�1; !]~L

= I~!0+ !~L � I!I�1~L
= I~!0+ ~! � ~L � I!~!
= I~!0+ ~! � ~L:

The last line follows from the previous by recognizing that!~! = ~!�~! = 0. We have now arrived
at the Euler equations in a well-known form, thus verifying the validity of (6).

To solve the above equations, we need to define all the legal operations. These are

Product in G: (a; v) � (b; w) = (a � b; v +w).
Addition in g: (u; v) + (eu; ev) = (u+ eu; v + ev).
Multiplication by scalar in g: �(u; v) = (�u; �v).
Lie bracket in g: [(u; v); (eu; ev)] = ([u; eu]; 0).
Exponential map from g to G: exp(u; v) = (exp(u); v).

In the test run we used the following initial values for B0 and !0:

B0 =

2
4 1:0 0:0 0:0

0:0 cos(�) sin(�)

0:0 � sin(�) cos(�)

3
5 and !0 =

2
4 0:0 50:0 0:0

�50:0 0:0 0:0

0:0 0:0 0:0

3
5 ;

with � = �=16. The constant quantities ~C, ~f and I0 are given as

~C =

2
4 0

0p
3=2

3
5 ; ~f =

2
4 0

0

�9:81

3
5 and I0 =

1

8

2
4 7 0 0

0 7 0

0 0 2

3
5 :

Figure 2 shows the global error versus stepsize of some of the schemes. The lines in the plot are
included for reference only, and they have slopes 2, 3 and 4. We are here talking about order on the
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Figure 2: Global error versus stepsize for some of the schemes. RK4* is the RK4 coefficients im-
plemented as a Crouch-Grossman method.

manifold. Note therefore that RK4, that has order four in the classical sense, only exhibits order
two in in the Crouch-Grossman setting (i.e. implementing using Algorithm 2.1). This is consistent
with the theory described in [12].

As may be seen in Figure 3, the orthogonality of the matrices generated by the Munthe-Kaas and
Crouch-Grossman methods is preserved to machine accuracy, but for the classical Runge-Kutta
method the orthogonality is instantly lost.

It is known that the humming top possesses three first integrals (see [1]). These are the total energy
(kinetic plus potential energy), the projection of the angular momentum on the vertical (ez), Lz,
and the projection of the angular momentum on the axis of symmetry (e3) in the case of a sym-
metric top, L3. These are given by Lz = ~L � ~ez , L3 = ~L � ~e3 = ~L � (B~ez) and E = K + U =
1
2
(I~!) � ~! +mg` cos(�), where ` = k~Ck2.

In Figure 4 we have shown these first integrals for a simulation. The new methods are not con-
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Figure 3: The distance from the manifold for MK4, CG3 and RK4. The simulation was done with
constant stepsize, h = 0:01.
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Figure 4: First integrals of the humming top integrated by the MK4 method: the upper figure
shows the projection of the angular momentum on the ez axis; the second figure shows the pro-
jection of the angular momentum on the e3 axis; the third figure shows the kinetic (K), potential
(U) and total (E) energy; and the lower figure shows the total energy alone.

structed to preserve the first integrals, but although it is clear that they are not preserved, the
errors are quite small: jLz(10) � Lz(0)j = 9:6448 � 10�8, jL3(10) � L3(0)j = 2:3164 � 10�8 and
jE(10)�E(0)j = 1:0927 �10�8. The constant stepsize used in these simulations was h = 0:01. Fig-
ure 5 shows the corresponding results from integration with the classical Runge-Kutta method
with the RK4 coefficients. The corresponding errors are here: jLz(10) � Lz(0)j = 7:1695 � 10�7,
jL3(10)� L3(0)j = 2:3598 � 10�7 and jE(10)�E(0)j = 5:4514 � 10�7.

The trace of a point on the humming top from time t0 = 0 to tend = 11 is plotted in Figure 6.

Figure 7 showsthe number of steps taken by some of the Crouch-Grossman methods when a given
tolerance is imposed on the result. Note that the global tolerance obtained is not the same as the
local tolerance imposed on the stepsize selection scheme. The relationships between these quan-
tities are shown in Figure 8. We have compared with the global error of the solution computed by
the Matlab routines ode23 and ode45, when executed with a range of tolerances.

Note that the only information we can read out of the graphs shown in Figures 7 and 8 is of a
relative nature. We can only conclude that the stepsize selection strategy and hence also the error
estimation process produce results that behave like the corresponding results for classical Runge-
Kutta methods.

It should be emphasized that the Crouch-Grossman methods require more work per step than
the classical Runge-Kutta methods. In the classical case, we only perform function evaluations
and make linear combinations to compute the numerical approximation. In the Crouch-Grossman
case, we have to compute flows of certain vector fields. This is done by evaluating the matrix
exponential a number of times for each step. Since this computation is a major time consuming
task, it is of great importance to look for more efficient ways to compute flows. It is for instance
well known that the Euler-Rodrigues formula may be applied in the case of exponentiating skew-
symmetric 3� 3 matrices.
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Figure 5: First integrals of the humming top integrated by the classical Runge-Kutta method with
the RK4 coefficients: the upper figure shows the projection of the angular momentum on the ez
axis; the second figure shows the projection of the angular momentum on the e3 axis; the third
figure shows the kinetic (K), potential (U) and total (E) energy; and the lower figure shows the
total energy alone.
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4.2 The Pendulum

Local

Global

mg

l
θ

Figure 9: A schematic picture of the pendulum.

We now consider the traditional pendulum problem. The simple pendulum is modeled on the Lie
group SO(2) � so(2), and an element in the group is given by the pair (B(t); !(t)). The differen-
tial equation describing the motion of the pendulum is given by y0 = F (y)y, where y is the pair
(B(t); !(t)) and F : G! g, where g = so(2)� so(2) is the Lie algebra of G.

Traditionally, the pendulum is described by the equation

��(t) +
g

`
sin(�(t)) = 0; (7)

where g is the magnitude of the gravitational force and ` is the length of the string supporting the
bob. To solve the problem with the new methods, we need to formulate the problem in terms of
the Lie group G and the Lie algebra g.

Consider two coordinate systems, one local and one global, as shown in Figure 9. The correspon-
dence between the two coordinate systems is given by a plane rotation. Every rotation � in the
plane, is described by the matrix

B(�) =

�
cos(�) � sin(�)

sin(�) cos(�)

�
;

and by differentiating B with respect to time, we obtain

B0 = !B; where ! =

�
0 ��0
�0 0

�
:

Again we establish a correspondence like (5), but now it is between a scalar and a 2� 2 matrix:

�! = �0 $
�

0 ��0
�0 0

�
= !:

By considering (7) and noting that sin(�) = ~eyB~ex, where ~ep is the unit vector in the p direction,
we get

�!0 = �g
`
~eyB~ex = �g

`
B21:

It may be shown that for commutative groups, the Crouch-Grossman and Munthe-Kaas methods
reduce to the classical Runge-Kutta methods. The Lie group SO(2) is a commutative group, and
it follows that the configuration group G is also commutative.

The operations used in the implementation of the pendulum problem are shown below:
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Product in G: (a; v) � (b; w) = (a � b; v +w).
Addition in g: (u; v) + (eu; ev) = (u+ eu; v + ev).
Multiplication by scalar in g: �(u; v) = (�u; �v).
Lie bracket in g: [(u; v); (eu; ev)] = (0; 0).
Exponential map from g to G: exp(u; v) = (exp(u); v).

When solving (7) with a classical Runge-Kutta method, the length of the string supporting the bob
is preserved, and hence the solution stays on the constraint manifold. As for the humming top,
this is also the case when integrating with Crouch-Grossman methods.

0 0.5 1 1.5 2 2.5 3
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0.002

0.004

0.006

0.008

0.01

CG2(3)

RK2(3)

integration time

st
ep
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Figure 10: Stepsizes on the pendulum problem

Figure 10 shows what stepsizes the two methods CG2(3) and RK2(3) selected when integrating
the pendulum problem from t0 = 0 to tend = 2:5 with tolerance 10�4. RK2(3) is a classical Runge-
Kutta method executed with the coefficients of CG2(3). Since we have two different implementa-
tions, we may expect some differences. But the overall behavior stepsize selection and the mag-
nitude of the stepsizes are similar for both the classical and the Crouch-Grossman methods.

In the case of a double pendulum one have to consider the configuration space (SO(2)� so(2))�
(SO(2)� so(2)). This is also a commutative group, and it does not add new insight of interest to
this paper. The description of the double pendulum equations is just more intricate than in the
simple pendulum case.

5 Concluding Remarks

We have presented some numerical simulations demonstrating some properties of Crouch-Gross-
man and Munthe-Kaas methods on some mechanical problems, and compared them with the clas-
sical Runge-Kutta and Newmark methods.

We have derived the equations describing the humming top and the pendulum in a setting suit-
able for Crouch-Grossman and Munthe-Kaas methods, and shown the connection between the
humming top equations and the Euler equations. Although we have derived the equations in
these two cases, it is not known how to do this for general problems. This will, however, be the
topic of future work.

Acknowledgement. We would like to thank Fridtjov Irgens, Brynjulf Owren, Anne Kværnø and
Hans Munthe-Kaas for enlightening discussions and valuable comments during the work with
this paper.
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