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Abstract

The two matrix equationsX + A∗X−2A = I andX −A∗X−2A = I are studied. We con-
struct iterative methods for obtaining positive definite solutions of these equations. Sufficient
conditions for the existence of two different solutions of the equationX + A∗X−2A = I are
derived. Sufficient conditions for the existence of positive definite solutions of the equation
X − A∗X−2A = I are given. Numerical experiments are discussed. © 2001 Elsevier Science
Inc. All rights reserved.
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1. Introduction

We consider the two matrix equations

X + A∗X−2A = I (1)

and

X − A∗X−2A = I, (2)

whereI is then× n unit matrix andA is ann× n invertible matrix. Several authors
[2–5] have studied the matrix equationX ± A∗X−1A = I and they have obtained
theoretical properties of these equations. Nonlinear matrix equations of type (1) and
(2) arise in dynamic programming, stochastic filtering, control theory and statistics
[4].
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In many applications one must solve a system of linear equations [1]Mx = f,

where the positive definite matrixM arises from a finite difference approximation to
an elliptic partial differential operator. As an example, let

M =
(
I A

A∗ I

)
.

Solving this linear system leads us to computing a solution of one of the equations
X + A∗X−1A = I, X + A∗X−2A = I, or X − A∗X−2A = I. This approach was
considered in [6]. The systemMx = f can be solved by Woodbury’s formula [7].

In this paper we show that there are two positive definite solutions of Eq. (1). We
study the existence question and how to find a Hermitian positive definite solution
X of (2). We propose two iterative methods which converge to a positive definite
solution of (2). When norm ofA is small enough the considered iteration methods
converge. The rate of convergence of these methods depends on two parameters.
Numerical examples are discussed and some results of the experiments are given.

We start with some notations which we use throughout this paper. We shall use
‖A‖ to denote the spectral norm of the matrixA, i.e.,‖A‖ = √

maxi λi , where theλi
are the eigenvalues ofAA∗. Let matricesP andQ be Hermitian. The notationP >

Q (P � Q) means thatP −Q is positive definite (semidefinite). The assumption
P � Q > 0 impliesP−1 � Q−1 and

√
P �

√
Q.

2. The matrix equation X + A∗X−2A = I

In this section we generalize theorems which were proved in [6]. We shall as-
sume that‖A‖ � 2√

27
. In [6] two iterative methods converging to a positive definite

solution were investigated.
We consider the matrix sequence

X0 = γ I, Xk+1 =
√
A(I −Xk)−1A∗, k = 0,1,2, . . . (3)

For this iterative method we have proved [6, Theorem 2].

Theorem 1. If there exist the numbers α, β with 0< α < β < 1 for which the in-
equalities

α2(1 − α)I < AA∗ < β2(1 − β)I

are satisfied, then Eq. (1) has a positive definite solution.

We can change this theorem slightly. Consider the scalar functionϕ(x) =
x2(1 − x). We have

max
[0,1]

ϕ(x) = ϕ

(
2

3

)
.
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This function is monotonically increasing wherex ∈ (0, 2
3) and monotonically de-

creasing wherex ∈ (2
3,1). We obtain the following.

Theorem 2. If there exist numbers α, β with 0< α � β � 2
3 for which the inequal-

ities

α2(1 − α)I � AA∗ � β2(1 − β)I

are satisfied, then Eq. (1)has a positive definite solutionX′ such that αI � X′ � βI.

We are proving the new theorem:

Theorem 3. Let α̃ and β̃ be solutions of scalar equations α̃2(1 − α̃) = minλi(AA∗)
and β̃2(1 − β̃) = maxλi(AA∗), respectively. Assume 0< α̃ � β̃ � 2

3 . Consider
{Xk} defined by (3). Then:

(i) If γ ∈ [0, α̃], then {Xk} is monotonically increasing and converges to a positive
definite solution Xα̃.

(ii) If γ ∈ [β̃, 2
3], then {Xk} is monotonically decreasing and converges to a posi-

tive definite solution Xβ̃ .

(iii) If γ ∈ (α̃, β̃) and (β̃2/2α̃(1 − β̃)) < 1, then {Xk} converges to a positive defi-
nite solution Xγ .

Proof. Since the functionϕ(x) = x2(1 − x) is monotonically increasing wherex ∈
[0, 2

3] we have 0< α � α̃ � β̃ � β � 2
3 and the inequalities

α2(1 − α)I � AA∗ � β2(1 − β)I

are satisfied.
(i) Assumeγ ∈ [0, α̃]. HenceX0 = γ I � β̃I . We have

X1 =
√
A(I − γ I)−1A∗ �

√
α̃2(1 − α̃)

1 − γ
I � X0,

X1 =
√
A(I − γ I)−1A∗ �

√
β̃2(1 − β̃)

1 − γ
I � β̃I.

ThusX0 � X1 � β̃I . Assume thatXk−1 � Xk � β̃I . ForXk+1 compute

Xk+1 =
√
A(I −Xk)−1A∗ �

√
A(I −Xk−1)−1A∗ = Xk,

Xk+1 =
√
A(I −Xk)−1A∗ �

√
A(I − β̃I )−1A∗ �

√
β̃2(1 − β̃)

1 − β̃
I = β̃I.

Hence{Xk} is monotonically increasing and bounded from above by the matrixβ̃I .
Consequently the sequence{Xk} converges to a positive definite solutionXα̃ .
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(ii) Assumeγ ∈ [β̃, 2
3]. HenceX0 = γ I � α̃I . We have

X1 =
√
A(I − γ I)−1A∗ �

√
β̃2(1 − β̃)

1 − γ
I � γ I,

X1 =
√
A(I − γ I)−1A∗ �

√
α̃2(1 − α̃)

1 − γ
I � α̃I.

ThusX0 � X1 � α̃I . Assume thatXk−1 � Xk � α̃I . ForXk+1 compute

Xk+1 =
√
A(I −Xk)−1A∗ �

√
A(I −Xk−1)−1A∗ = Xk,

Xk+1 =
√
A(I −Xk)−1A∗ �

√
A(I − α̃I )−1A∗ �

√
α̃2(1 − α̃)

1 − α̃
I = α̃I.

Hence{Xk} is monotonically decreasing and bounded from below by the matrixα̃I .
Consequently the sequence{Xk} converges to a positive definite solutionXβ̃ .

(iii) Assumeγ ∈ (α̃, β̃). Henceα̃I < X0 = γ I < β̃I . We prove that{Xk} is a
Cauchy sequence.

Assume that̃αI < Xk < β̃I . ForXk+1 compute

Xk+1 =
√
A(I −Xk)−1A∗ <

√
AA∗

1 − β̃
�

√
β̃2(1 − β̃)

1 − β̃
I = β̃I,

Xk+1 =
√
A(I −Xk)−1A∗ >

√
AA∗
1 − α̃

�

√
α̃2(1 − α̃)

1 − α̃
I = α̃I.

Henceα̃I < Xk < β̃I for k = 0,1, . . . .
Let us consider the norm

‖Xk+p −Xk‖ =
∥∥∥∥
√
A(I −Xk+p−1)−1A∗ −

√
A(I −Xk−1)−1A∗

∥∥∥∥ .
We denote

P = A(I −Xk+p−1)
−1A∗ and Q =

√
A(I −Xk−1)−1A∗

and use the equality
√
P
(√

P −√
Q
)

+
(√

P −√
Q
)√

Q = P −Q.

Obviously,Y = √
P − √

Q is a solution of the linear matrix equation
√
PY +

Y
√
Q = P −Q. According to [8, Theorem 8.5.2] we have

Y =
∫ ∞

0
e−√

P t (P −Q)e−√
Qt dt . (4)
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Thus

‖Xk+p −Xk‖=
∥∥∥∥
∫ ∞

0
e−√

P t (P −Q)e−√
Qt dt

∥∥∥∥
�
∫ ∞

0
‖P −Q‖

∥∥∥e−√
P t
∥∥∥ ∥∥∥e−√

Qt
∥∥∥ dt .

Since α̃I < Xk for k = 0,1, . . . ,
√
P = Xk+p,

√
Q = Xk, then

√
P > α̃I and√

Q > α̃I . Hence

‖Xk+p −Xk‖<
∫ ∞

0
e−2α̃t dt ‖P −Q‖

= 1

2α̃

∥∥∥A [(I −Xk+p−1)
−1 − (I −Xk−1)

−1
]
A∗
∥∥∥

= 1

2α̃

∥∥∥A(I − Xk−1)
−1(Xk+p−1 − Xk−1)(I − Xk+p−1)

−1A∗
∥∥∥

� 1

2α̃
‖A‖2

∥∥∥(I −Xk−1)
−1
∥∥∥ ∥∥∥(I −Xk+p−1)

−1
∥∥∥∥∥Xk+p−1 −Xk−1

∥∥
<
β̃2(1 − β̃)

2α̃

1

(1 − β̃)2

∥∥Xk+p−1 − Xk−1
∥∥

=
(

β̃2

2α̃(1 − β̃)

)∥∥Xk+p−1 −Xk−1
∥∥ .

Consequently

‖Xk+p −Xk‖ �
(

β̃2

2α̃(1 − β̃)

)k
‖Xp − X0‖.

Since

q =
(

β̃2

2α̃(1 − β̃)

)
< 1

and

‖Xp −X0‖�‖Xp −Xp−1‖ + ‖Xp−1 −Xp−2‖ + · · · + ‖X1 −X0‖
�(qp−1 + · · · + q + 1)‖X1 −X0‖
<

1

1 − q
‖X1 − X0‖,

we have

‖Xk+p −Xk‖ < qk

1 − q
‖X1 −X0‖.
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The sequence{Xk} forms a Cauchy sequence considered in the Banach space
Cn×n (whereXk aren× n positive definite matrices). Hence this sequence has a
positive definite limit of (1). �

Theorem 4. Let α1 and β1 be real for which the inequalities

(i) α2
1(1 − α1)I � AA∗ � β2

1(1 − β1)I,

(ii)
β1

2

2α1(1 − β1)
< 1

are satisfied.
For each two γ1, γ2 with 0 � α1 � γ1 � γ2 � β1 � 2

3 the reccurence equation
(3) defines two matrix sequences {X′

k} and {Xk ′′} with initial points X′
0 = γ1I and

X0
′′ = γ2I. These sequences converge to the same limit Xγ which a positive definite

solution of (1).

Proof. We haveα1I �X′
k�β1I andα1I �X′′

k �β1I . We putP = A(I −X′
k−1)

−1

A∗, Q = A(I −X′′
k−1)

−1A∗ and for‖X′
k − X′′

k‖ we obtain

‖X′
k −X′′

k‖=
∥∥∥√A(I −X′

k−1)
−1A∗ −

√
A(I − X′′

k−1)
−1A∗

∥∥∥
=
∥∥∥√P −√

Q

∥∥∥
=
∥∥∥∥
∫ ∞

0
e−√

P t (P −Q)e−√
Qt dt

∥∥∥∥
�
∫ ∞

0
e−α1t dt

∥∥∥A [(I −X′
k−1)

−1 − (I −X′′
k−1)

−1
]
A∗
∥∥∥

� 1

2α
‖A‖2

∥∥∥(I −X′
k−1)

−1
∥∥∥ ∥∥∥(I −X′′

k−1)
−1
∥∥∥ ∥∥X′

k−1 −X′′
k−1

∥∥
�
β2

1(1 − β1)

2α1

1

(1 − β1)2

∥∥X′
k−1 −X′′

k−1

∥∥
= β2

1

2α1(1 − β1)

∥∥X′
k−1 −X′′

k−1

∥∥ .
Hence∥∥X′

k −X′′
k

∥∥ �
β2

1

2α1(1 − β1)

∥∥X′
k−1 −X′′

k−1

∥∥ .
But

β2
1

2α1(1 − β1)
< 1.

Consequently sequences{X′
k} and{X′′

k } have the common limit. �
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Next consider the matrix sequence

X0 = αI, Xs+1 = I − A∗X−2
s A, s = 0,1,2, . . . (5)

Theorem 5. Suppose there is a matrix A and numbers η, γ for which the conditions
(i) 2

3 < γ � η � 1,
(ii) η2(1 − η)I � A∗A � γ 2(1 − γ )I

are satisfied. Then {Xs} defined by (5) for α ∈ [γ, η] converges to a positive definite
solution X′′ of (1) at least linearly and γ I � X′′ � ηI.

Proof. SinceX0 = αI we haveγ I � X0 � ηI . Supposeγ I � Xs � ηI . Then
1

η2I � X−2
s � 1

γ 2I

and
1

η2A
∗A � A∗X−2

s A � 1

γ 2A
∗A.

According to condition (ii) we obtain

(1 − η)I � 1

η2A
∗A and

1

γ 2A
∗A � (1 − γ )I.

Hence

γ I � Xs+1 = I − A∗X−2
s A � ηI. (6)

We have

Xs+p −Xs=A∗ (X−2
s−1 −X−2

s+p−1

)
A

=A∗X−2
s+p−1

(
X2
s+p−1 −X2

s−1

)
X−2
s−1A

=A∗X−2
s+p−1

[
Xs+p−1

(
Xs+p−1 −Xs−1

)
+ (
Xs+p−1 −Xs−1

)
Xs−1

]
X−2
s−1A

=A∗X−1
s+p−1

(
Xs+p−1 −Xs−1

)
X−2
s−1A

+A∗X−2
s+p−1

(
Xs+p−1 −Xs−1

)
X−1
s−1A.

Then

‖Xs+p −Xs‖�
(
‖A∗X−1

s+p−1‖‖X−2
s−1A‖ + ‖A∗X−2

s+p−1‖‖X−1
s−1A‖

)
×‖Xs+p−1 −Xs−1‖.

But for all k we haveX−1
k � 1

γ
I and thus‖X−1

k ‖ � 1
γ
, ‖X−2

k ‖ � 1
γ 2 . Using (ii) we

have‖A‖ = √
ρ(A∗A) �

√
γ 2(1 − γ ). Therefore

‖A∗X−1
k ‖ � ‖A∗‖‖X−1

k ‖ �
√
γ 2(1 − γ )

γ
,
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‖A∗X−2
k ‖ � ‖A∗‖‖X−2

k ‖ �
√
γ 2(1 − γ )

γ 2 .

Hence for all integerp > 0 and arbitrarys we have

‖Xs+p −Xs‖ � 2(1 − γ )

γ
‖Xs+p−1 −Xs−1‖.

We also haveq = 2(1 − γ )/γ < 1 since2
3 < γ .

We obtain

‖Xs+p −Xs‖ � qs‖Xp −X0‖.
Since

‖Xp −X0‖ < 1

1 − q
‖X1 −X0‖,

we have

‖Xs+p −Xs‖ � qs

1 − q
‖X1 −X0‖.

The matrices{Xs} form a Cauchy sequence considered in the Banach spaceCn×n
(whereXs aren× n positive definite matrices). Hence this sequence has a limitX′′.
Using (6) we obtain

γ I � X′′ � ηI.

We have

‖Xs+1 −X′′‖�
(
‖A∗X−1

s ‖‖(X′′)−2A∗‖ + ‖A∗X−2
s ‖‖(X′′)−1A∗‖

)
×‖Xs −X′′‖.

Similarly,

‖Xs+1 −X′′‖ � 2(1 − γ )

γ
‖Xs −X′′‖. �

Remark 1. Condition (ii) of Theorem 5 implies that‖A‖ � 2√
27

.

Theorem 6. Suppose the iterative method (5) converges to a positive definite solu-
tion X′′. Then for any ε > 0

‖Xs+1 −X′′‖ < 2
(
‖(X′′)−1A‖‖(X′′)−2A‖ + ε

)
‖Xs −X′′‖

for all s large enough.

Proof. SinceXs → X′′ for anyε > 0, there is an integers0 so that fors > s0

‖X−1
s A‖‖(X′′)−2A‖ < ‖(X′′)−1A‖‖(X′′)−2A‖ + ε
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and

‖(X′′)−1A‖‖X−2
s A‖ < ‖(X′′)−1A‖‖(X′′)−2A‖ + ε.

Then

‖Xs+1 −X′′‖�
(
‖A∗X−1

s ‖‖(X′′)−2A‖ + ‖A∗X−2
s ‖‖(X′′)−1A‖

)
‖Xs −X′′‖

<2
(
‖(X′′)−1A‖‖(X′′)−2A‖ + ε

)
‖Xs − X′′‖. �

Theorem 7. If ‖A‖ < 2√
27
, then ‖(X′′)−1A‖‖(X′′)−2A‖ < 1

2,whereX′′ is the limit

of sequence (5).

Proof. From the condition‖A‖ < 2√
27

we obtain that sequence (5) is convergent to

X′′, with 2
3I < X′′ � I . Then‖(X′′)−1‖ < 3

2 and‖(X′′)−2‖ < 9
4. We obtain

‖(X′′)−1A‖ ‖(X′′)−2A‖ � ‖(X′′)−1‖‖(X′′)−2‖‖A‖2

<
3

2
× 9

4
× 4

27
= 1

2
. �

Remark 2. If ‖A‖ < 2√
27
, then algorithms (3) and (5) converge to two different

positive definite solutionsX′ andX′′ andX′′ > X′ (see Example 1).

3. Solutions of the matrix equation X − A∗X−2A = I

We will describe an iterative method which compute a positive definite solution
of Eq. (2).

Consider the following sequence of matrices:

X0 = αI, Xs+1 =
√
A(Xs − I)−1A∗, s = 0,1,2, . . . (7)

We have the following.

Theorem 8. If A is nonsingular and for some real α > 0, we have

(i) AA∗ < α2(α − 1)I,

(ii)

√
AA∗
α − 1

− 1

α2A
∗A > I,

(iii )
1

2
‖A‖2

√
α − 1

µ

( √
α − 1√

µ− √
α − 1

)2

< 1,

where µ is the smallest eigenvalue of the matrix AA∗, then Eq. (2) has a positive
definite solution.
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Proof. We consider sequence (7). According to condition (i) we have

X1 =
√
A(X0 − I)−1A∗ =

√
AA∗
α − 1

< αI = X0.

HenceX1 < X0. Applying condition (ii) we obtain

X1 =
√
AA∗
α − 1

> I + 1

α2A
∗A > I, I < X1 < X0.

Moreover, we have

(X1 − I)−1 > (X0 − I)−1,

X2 =
√
A(X1 − I)−1A∗ >

√
A(X0 − I)−1A∗ = X1.

ConsequentlyX1 < X2. Using condition (ii) we haveX1 − I > (1/α2)A∗A and

X2 =
√
A(X1 − I)−1A∗ < αI = X0.

HenceI < X1 < X2 < X0.

Analogously one can prove that

I < X1 < X2s+1 < X2s+3 < X2k+2 < X2k < X0 = αI

for every positive integers, k.
Consequently the subsequences{X2k}, {X2s+1} are convergent to positive defi-

nite matrices. These sequences have a common limit. Indeed, we have

‖X2k − X2k+1‖ =
∥∥∥∥
√
A(X2k−1 − I)−1A∗ −

√
A(X2k − I)−1A∗

∥∥∥∥ .
We denote

P = A(X2k−1 − I)−1A∗, Q = A(X2k − I)−1A∗

and use the following equality:
√
P
(√

P −√
Q
)

+
(√

P −√
Q
)√

Q = P −Q.

SinceX2k−1 < X2k+1 < X2k for eachk = 1,2, . . . , the matrixY = √
P − √

Q is
a positive definite solution of the matrix equation

√
PY + Y

√
Q = P −Q.

According to [8, Theorem 8.5.2] we have

Y =
∫ ∞

0
e−√

P t (P −Q)e−√
Qt dt . (8)

Since
√
P ,

√
Q are positive definite matrices integral (8) exists and e−√

P t (P −
Q)e−√

Qt → 0 ast → ∞. Then
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‖X2k − X2k+1‖=
∥∥∥∥
∫ ∞

0
e−√

P t (P −Q)e−√
Qt dt

∥∥∥∥
�
∫ ∞

0
‖P −Q‖

∥∥∥e−√
P t
∥∥∥ ∥∥∥e−√

Qt
∥∥∥ dt .

We haveX1 < Xs for the matrices of sequence (7). HenceX1 − I < Xs − I and
(Xs − I)−1 < (X1 − I)−1. We have

‖(X1 − I)−1‖ =
√
α − 1√

µ− √
α − 1

.

Consequently

‖(Xs − I)−1‖ <
√
α − 1√

µ− √
α − 1

.

Furthermore

Xs+1 =
√
A(Xs − I)−1A∗ > X1 =

√
AA∗
α − 1

�
√

µ

α − 1
I.

Thus, we obtain

‖X2k − X2k+1‖�‖P −Q‖
∫ ∞

0
e−2

√
µ/(α−1)t dt

=‖P −Q‖1

2

√
α − 1

µ

= 1

2

√
α − 1

µ
‖A(X2k−1 − I)−1A∗ − A(X2k − I)−1A∗‖

= 1

2

√
α − 1

µ
‖A(X2k − I)−1(X2k −X2k−1)

×(X2k−1 − I)−1A∗‖

� 1

2

√
α − 1

µ
‖A‖2

( √
α − 1√

µ− √
α − 1

)2

‖X2k − X2k−1‖.

Condition (iii) now implies

q = 1

2
‖A‖2

√
α − 1

µ

( √
α − 1√

µ− √
α − 1

)2

< 1.

Consequently the subsequences{X2k}, {X2s+1} are convergent and have a common
positive definite limit which is a solution of the matrix equation (2).�



38 I.G. Ivanov et al. / Linear Algebra and its Applications 326 (2001) 27–44

Similarly we can write the following.

Theorem 9. If there is a real α > 2 for which

(i) AA∗ > α2(α − 1)I,

(ii)

√
AA∗
α − 1

− 1

α2
A∗A < I,

(iii )
‖A‖2

2α(α − 1)2
< 1,

then Eq. (2) has a positive definite solution.

Proof. We consider sequence (7). According to condition (i) we have

X1 =
√
A(X0 − I)−1A∗ =

√
AA∗
α − 1

> αI = X0.

HenceX1 > X0. Moreover, we have

(X1 − I)−1 < (X0 − I)−1,

X2 =
√
A(X1 − I)−1A∗ <

√
A(X0 − I)−1A∗ = X1.

ConsequentlyX2 < X1. Using condition (ii) we haveX1 − I < (1/α2)A∗A and

X2 =
√
A(X1 − I)−1A∗ > αI = X0.

HenceX0 < X2 < X1.

Analogously one can prove that

αI = X0 < X2s < X2s+2 < X2k+3 < X2k+1 < X1.

for every positive integers, k.
Consequently the subsequences{X2k}, {X2s+1} are convergent to positive defi-

nite matrices. These sequences have a common limit. Indeed, we have

‖X2k+1 −X2k‖ =
∥∥∥∥√A(X2k − I)−1A∗ −

√
A(X2k−1 − I)−1A∗

∥∥∥∥ .
We denote

P = A(X2k − I)−1A∗, Q = A(X2k−1 − I)−1A∗

and use the equality√
P (

√
P −√

Q)+ (
√
P −√

Q)
√
Q = P −Q.

SinceX2k < X2k+1 < X2k−1 for eachk = 1,2, . . . the matrixY = √
P − √

Q is a
positive definite solution of the matrix equation
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√
P Y + Y

√
Q = P −Q.

According to [8, Theorem 8.5.2] we have

Y =
∫ ∞

0
e−√

P t (P −Q)e−√
Qt dt . (9)

Since
√
P ,

√
Q are positive definite matrices, integral (9) exists and e−√

P t (P −
Q)e−√

Qt → 0 ast → ∞. Then

‖X2k+1 −X2k‖=
∥∥∥∥
∫ ∞

0
e−√

P t (P −Q)e−√
Qt dt

∥∥∥∥
�
∫ ∞

0
‖P −Q‖‖e−√

P t‖‖e−√
Qt‖ dt .

We haveαI = X0 < Xs for the matrices of (7). HenceX0 − I < Xs − I and
(Xs − I)−1 < (X0 − I)−1. We have‖(X0 − I)−1‖ = (1/(α − 1)). Consequently

‖(Xs − I)−1‖ < 1

α − 1
,

√
P = X2k+1 > αI,

√
Q = X2k > αI.

Thus we obtain

‖X2k+1 −X2k‖�‖P −Q‖
∫ ∞

0
e−2αt dt = ‖P −Q‖ 1

2α

= 1

2α
‖A(X2k − I)−1A∗ − A(X2k−1 − I)−1A∗‖

= 1

2α
‖A(X2k−1 − I)−1 (X2k−1 −X2k) (X2k − I)−1A∗‖

� ‖A‖2

2α(α − 1)2
‖X2k−1 − X2k‖.

Condition (iii) now implies

q = ‖A‖2

2α(α − 1)2
< 1.

Consequently the subsequences{X2k}, {X2s+1} are convergent and have a common
positive definite limit which is a solution of the matrix equation (2).�

Consider the following matrix sequence:

X0 = ηI, Xs+1 = I + A∗X−2
s A, s = 0,1,2, . . . (10)

Theorem 10. Suppose there is a matrix A and numbers α, β for which the conditions
(i) 1 � β < α <

β
2 + 1,

(ii) α2(β − 1)I � A∗A � β2(α − 1)I
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are satisfied. Then {Xs} defined by (10) for η ∈ [β, α] converges to a positive definite
solution X of (2) with at least linear rate of convergence and βI � X � αI.

Proof. SinceX0 = ηI we haveβI � X0 � αI . SupposeβI � Xs � αI . Then
1

α2A
∗A � A∗X−2

s A � 1

β2A
∗A.

According to condition (ii) we obtain

(β − 1)I � 1

α2A
∗A and

1

β2A
∗A � (α − 1)I.

Hence

βI � Xs+1 = I + A∗X−2
s A � αI. (11)

We have

Xs+p −Xs=A∗ (X−2
s+p−1 −X−2

s−1

)
A

=A∗X−2
s−1

(
X2
s−1 −X2

s+p−1

)
X−2
s+p−1A

=A∗X−2
s−1

[
Xs−1

(
Xs−1 −Xs+p−1

)
+ (
Xs−1 −Xs+p−1

)
Xs+p−1

]
X−2
s+p−1A

=A∗X−1
s−1

(
Xs−1 −Xs+p−1

)
X−2
s+p−1A

+A∗X−2
s−1

(
Xs−1 −Xs+p−1

)
X−1
s+p−1A.

Then

‖Xs+p −Xs‖�
(
‖A∗X−1

s−1‖‖X−2
s+p−1A‖ + ‖A∗X−2

s−1‖‖X−1
s+p−1A‖

)
×‖Xs−1 −Xs+p−1‖.

But for all k we have‖X−1
k ‖ � 1/β and‖X−2

k ‖ � 1/β2. Using (ii) we have‖A‖ �√
β2(α − 1). Therefore

‖A∗X−1
k ‖ �

√
β2(α − 1)

β
, ‖A∗X−2

k ‖ �
√
β2(α − 1)

β2
.

Hence for all integerp > 0 and arbitrarys we have

‖Xs+p −Xs‖ � 2(α − 1)

β
‖Xs+p−1 − Xs−1‖.

Using (i)α < β
2 + 1 we have

q = 2(α − 1)

β
< 1.
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We obtain

‖Xs+p −Xs‖ � qs‖Xp −X0‖.
Since

‖Xp −X0‖< 1

1 − q
‖X1 − X0‖,

we have

‖Xs+p −Xs‖ < qs

1 − q
‖X1 −X0‖.

The matrix sequence{Xs} is a Cauchy sequence considered in the Banach space
Cn×n (whereXs aren× n positive definite matrices). Hence this sequence has a
limit X. From (11) we obtain

βI � X � αI.

We have

‖Xs+1 −X‖�
(
‖A∗X−1‖‖X−2

s A∗‖ + ‖A∗X−2‖‖X−1
s A∗‖

)
‖Xs −X‖.

Similarly,

‖Xs+1 −X‖ � 2(α − 1)

β
‖Xs −X‖. �

Theorem 11. Suppose the iterative method (10) converges to a positive definite
solution X. Then for any ε > 0

‖Xs+1 −X‖ < 2(‖X−1A‖‖X−2A‖ + ε)‖Xs −X‖
for all s large enough.

The proof is similar to that of Theorem 6.

4. Numerical experiments

We have made numerical experiments to compute a positive definite solution of
Eqs. (1) and (2). The solution was computed for different matricesA and differ-
ent values ofn. Computations were done on a PENTIUM 200 MHz computer. All
programs were written in MATLAB. We denote

ε1(Z) = ‖Z + A∗Z−2A− I‖∞
and

ε2(Z) = ‖Z − A∗Z−2A− I‖∞.
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We have tested our iteration processes for solving the equationX + A∗X−2A = I

on the followingn× n matrices. We use the stopping criterionε1(Z) < 1.0e− 8.

Example 1. Consider Eq. (1) with

A =




0.01 0.02 0.03 0.04
0.01 0.225 0.12 0.02
0 0.09 0.07 0.03
0.12 0.01 0.02 0.19


 .

The spectral norm ofA is 0.292.
Consider the iterative method (3). IfX0 = αI andα = 0, then 15 iterations are re-

quired for computingX′. In this case we obtain a monotonically increasing sequence
which converges to the solutionX′.

Consider the caseX0 = βI . If β = 2
3, then 16 iterations are required for comput-

ingX′. If β = 0.368, then 12 iterations are required for computingX′. In this caseβ
satisfies conditions of Theorem 2. We obtain a monotonically decreasing sequence
which converges to the solutionX′. There is a value ofβ (β = 0.368) for which
the iterative method (3) withX0 = βI is faster than the iterative method (3) with
X0 = αI . Hereβ is a solution of the scalar equation‖A‖2 = β2(1 − β).

Consider the iterative method (5). We choose initial valueX0 = αI and2
3 < α �

1 (see Theorem 5). In this case the matrix sequence converges to the solutionX′′.
If α = 1, then 12 iterations are required for computingX′′. If α = (2/3)+1

2 , then
11 iterations are required for computingX′′. If α = 0.892, then nine iterations are
required for computingX′′. We chooseα to be a solution of the scalar equation
‖A‖2 = α2(1 − α) (see Theorem 5).

Example 2. Consider Eq. (1) with

A =




−0.1 −0.1 0.02 0.08
−0.09 0.3 −0.2 −0.1
−0.04 0.1 0.01 −0.1
−0.08 −0.06 −0.1 −0.2


 .

For this example the conditions of Theorems 2 and 5 are not satisfied (‖A‖ =
0.422>

√
4
27). But the iterative method (5) is convergent. We use this method for

computing theX′′. If η = 2
3, then 14 iterations are required for computingX′′. If

η = 1, then 13 iterations are required for computingX′′. If η = (2/3)+1
2 , then 13

iterations are required for computingX′′.
We have tested our iteration processes for solving the equationX − A∗X−2A = I

on the followingn× n matrices. We use the stopping criterionε2(Z) < 10−8.

Example 3. We haveA = UÃU−1, whereU is a randomly generated matrix and

Ã = diag

[
12+ 1

n
,12+ 1

2n
, . . . ,12+ 1

n2

]
.
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Table 1
Iterative method (7)

n ‖A‖ α kXα

5 12.2204 5.605 20
10 12.2342 5.563 22
20 12.1455 5.570 21
30 12.2832 5.524 23
50 13.2733 5.238 27

The matrixA satisfies the conditions of Theorem 9. LetkXα be the smallest num-
bers, for whichε2(Xs) < 10−8 for the iterative method (7). The results are given in
Table 1.

Example 4. Consider Eq. (2) with

A =




0.1 0.2 −0.06 −0.16
−0.2 −0.3 0.16 0.33

0.1 0 0.02 0.1
0 0.1 0 0.03


 .

Consider the iterative method (10). The matrixA satisfies the conditions of Theo-
rem 8. We chooseβ = 1. We compute‖A‖ = 0.587. Ifα = 1.345, then six iterations
are required for computingX .

5. Conclusion

In this paper we consider special nonlinear matrix equations. We introduce itera-
tion algorithms by which positive definite solutions of the equations can be calculat-
ed.

It was proved in [4, Theorem 13] that if‖A‖ < 1
2, then the equationX + A∗X−1

A = I has a positive definite solution. From Theorem 2 (Theorem 5) we can see that
if

‖A‖2 < maxϕ(x) = x2(1 − x) = ϕ

(
2

3

)
= 4

27
,

then the equationX + A∗X−2A = I has a positive definite solution.
There are matricesA (see Examples 3 and 4) for which‖A‖ > 1

2 and ‖A‖ >√
4
27 and for which we can still compute a positive definite solution of the equation

X − A∗X−2A = I .
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